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This article reviews manipulation of single molecules by
scanning tunnelling microscopes, in particular vertical manip-
ulation, lateral manipulation, and inelastic electron tunnelling
(IET) manipulation. For a better understanding of these
processes, we shortly review imaging by scanning tunnelling

microscopy – as a prerequisite to detect the manipulated species
and to verify the result of the manipulation – as well as scanning
tunnelling spectroscopy and IET spectroscopy which are used
to chemically identify the molecules before and after the
manipulation that employs the tunnelling current.

� 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction In Primo Levi’s novel “The monkey’s
wrench” [1] a chemist tells a construction engineer how
chemists sometimes fantasize about building molecules:
“We don’t have those tweezers we often dream of … that
would allow us to pick up a segment, hold it firm and
straight, and paste it in the right direction on the segment that
has already been assembled. If we had those tweezers – and
it’s possible that one day we will – we would have managed
to create some lovely things that so far only the Almighty
has made.” With the invention of scanning tunnelling
microscopy (STM) [2] such “tweezers” have been realized
and the “segments” became as small as single molecules or
even atoms.

STM is used in modern surface science to explore
conducting surfaces, adsorption processes on them, and
excitations on the atomic and molecular scale. Elastic
electron tunnelling provides the basic mechanism for
imaging, whereas inelastic electron tunnelling (IET)
provides the basic mechanism for chemical characterization
via vibrational spectroscopy. One important application
provided by the small size of the tip is the manipulation of

individual adsorbates including single molecule chemistry.
Only STM is able to successively detect single atoms
or molecules, spectroscopically characterize, modify, and
reanalyze them using the same instrument. By combining
imaging, manipulation, and vibrational spectroscopy,
significant understanding of surface chemistry can thus
be gained. These capabilities opened up new aspects of
science on the smallest scale currently accessible in surface
science.

The main focus of this review article is the manipulation
with the STM. Nonetheless, we will shortly review STM
imaging as a prerequisite to detect the manipulated species
and verify the result of the manipulation and STM inelastic
electron tunnelling spectroscopy (IETS), which is used to
chemically identify the molecules before and after manipu-
lation. Understanding IETS is also a prerequisite for the
manipulation that employs the tunnelling current.

Note that based on the didactic approach of this tutorial
examples in the introductory Sections 3 and 4 are drawn
from the work of the authors. This is not meant to imply that
these are the first or even only examples. In the following

Phys. Status Solidi B, 1–81 (2013) / DOI 10.1002/pssb.201248392

Review Article

basic solid state physics

b

st
a
tu

s

so
li

d
i

www.pss-b.comp
h

y
si

ca

� 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



Contents

1 Introduction
1.1 Historical remarks
2 Scanning tunnelling microscopy
2.1 Experimental aspects
2.1.1 Excursus: Surface state
2.2 Theoretical background
2.2.1 The transfer Hamiltonian Method
2.2.2 Tersoff-Hamann theory for calculating the tunnelling

current
2.2.3 Green's functions method
3 Spectroscopy with the STM
3.1 Scanning tunnelling spectroscopy
3.1.1 Theoretical background
3.1.2 Experimental aspects
3.2 Vibrational spectroscopy
3.2.1 Experimental aspects
3.2.2 Theoretical background
3.2.2.1 Order-of-magnitude analysis
3.2.3 Theoretical basis of inelastic tunnelling spectroscopy
3.2.3.1 The inelastic channel
3.2.3.2 Approaches based on scattering theory
3.2.3.3 Approaches based on conductance calculations
3.2.4 What can we learn from theory?
3.2.4.1 Elastic-inelastic cancellations
3.2.4.2 Mode assignment and symmetry selection rules
3.2.4.3 Decreases in conductance during the excitation of a

vibrational mode: the case of O2 on Ag(110)
4 STM-parameters for manipulation and basic manipulation
modes

5 "Soft" lateral manipulation using tip particle forces
5.1 Pulling, pushing, and sliding of atoms and small

molecules
5.2 Manipulation of large molecules
5.2.1 Lateral manipulation in constant height mode
5.2.2 Intramolecular mechanics during manipulation
5.2.3 Contacting molecules
5.2.4 Making artificial structures at island edges
5.2.5 "A molecular dumper truck"
5.2.6 Amolecular rack and pinion system - Rotational motion

of molecules in the surface plane
5.2.7 Rolling motion of molecules out of the surface plane
5.2.8 Manipulating parts of a molecule: A mechanically

operated electric molecular switch

5.2.9 Molecular shooting
5.2.10 Transition from force to field effects upon

manipulating the legs of a molecule
5.2.11 Further reading for lateral manipulation
6 Vertical manipulation
6.1 Vertical manipulation with particle transfer to the tip
6.2 Vertical manipulation forming a wire
7 Manipulation employing the electron current
7.1 Experimental aspects
7.2 Theory of inelastic tunnelling electron manipulation
7.2.1 Different types of excitations
7.2.2 Coherent vs. incoherent excitation
7.2.3 Indirect excitation
7.2.4 Theoretical models
7.2.4.1 Direct excitation
7.2.4.1.1 Incoherent excitation
7.2.4.1.2 Coherent multiple vibrational excitations
7.2.4.2 Indirect excitation
7.3 Molecule Chemistry with the STM
7.3.1 Diffusion and desorption
7.3.2 Rotation
7.3.3 Bond breaking
7.3.4 Chemical reaction
7.3.5 Reversible process
7.4. Further reading for single molecule chemistry with the

STM
7.4.1 Diffusion
7.4.2 Rotation
7.4.3 Desorption
7.4.4 Bond breaking
7.4.5 Chemical reactions
7.4.6 Reversible processes (switches)
7.4.7 Scanning noise spectroscopy
7.4.8 Theory
8 Physical investigations with artificial structures
8.1 Quantum corrals
8.1.1 Scattering theory of Heller
8.1.2 Application of Heller's theory: Origin of the standing

wave pattern around a Lander molecule
8.1.3 Resonators
8.1.4 Circular corrals
8.1.5 Quantum stadium
8.2 Electronic properties of small chain and island structures
8.2.1 Chains with one sort of atoms
8.2.2 Electronic properties of linear atom chains with foreign

atoms
8.2.3 Atom by atom assembled islands
8.3 Magnetic structures
8.3.1 Kondo effect
8.3.2 Dimer interaction of Kondo systems
8.3.3 Quantum mirages using the Kondo signature
8.4 Chevrons, quantum cascades and demonstrations of

functional systems
9 Manipulation on thin insulating film
9.1 Growth and properties of thin insulating films
9.2 Manipulation of atomic charges
9.3 Manipulating spins
9.3.1 Spin IETS
9.3.2 Magnetic properties of artificially assembled linear spin

chains
9.3.3 Further reading on magnetic IETS
10 Outlook
References

Karina Morgenstern studied
Physics and Computer Science
in Bonn and Knoxville, Tennes-
see. Her Ph.D. thesis in the field of
surface science in 1996 was
supervised by George Comsa,
FZ Jülich, and Flemming Besen-
bacher, Universitet Aarhus. After

a postdoctoral stay at the University of Lausanne, she
finished her habilitation in the group of Karl-Heinz
Rieder at the Free University in Berlin in 2002. In 2005
she became Professor of Solid State Physics (W3) at the
University of Hannover. Since 2012 she is holding the
chair of Physical Chemistry (W3) of the Ruhr-
Universität Bochum.

2 K. Morgenstern et al.: Controlled manipulation of single atoms and small molecules using STM

� 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.pss-b.com

p
h

ys
ic

a ssp st
at

u
s

so
lid

i b



Sections 5–9 original works (mostly in chronological order)
are referenced in the subsections entitled “Further reading”
(5.2.11, 7.4, and 9.3.3).

1.1 Historical remarks The scanning tunnelling
microscope (STM), invented in 1981 [2] was in its initial
conception intended to work as an imaging instrument. It
became, however, clear soon to its inventors Gerd Binnig,
Heinrich Rohrer, Christoph Gerber, and Edmund Weibel
that the scope of its possibilities exceeded pure imaging
by far and they early started to pursue the spectroscopic
possibilities of the instrument [2]. Indeed, their experimental
experience already then went further, as the following
episode proves, which one of the present authors (KHR)
remembers very vividly: on October 12th 1986, the day,
when the Nobel Prize in Physics for 1986 was announced
to Binnig and Rohrer, the new laureates were asked by
some journalists present at the IBM Rüschlikon Research
Laboratory: “Now that you have developed this wonderful
instrument, with which atoms can be made visible, can you
say what will be the future of it?” Gerd Binnig answered
decidedly: “We will play soccer with the atoms!” (Fig. 1) He
expressed in this way their occasional observations that the
tip would influence individual particles at the surface during
scanning in such a way that they were moved to other places
on the substrate. For faithful imaging any uncontrolled
modification of the surface was, of course, regarded a serious
disadvantage, but Binnig foresaw even at such an early stage
that the disadvantage could be turned eventually into an
advantage by using the tip for influencing and modifying
surfaces in a desired way. (“We will play soccer with
the atoms!” was chosen as motto by the German Physical
Society for the Year of Physics 2000, although Gerd Binnig
himself does not remember his own citation.) The idea to
manipulate atoms and molecules in a precise way remained

at IBM, where Donald Eigler and colleagues at the IBM
Almaden Research Center built a very stable low tempera-
ture STM, with which they proved precise manipulation via
the build-up of several artificial structures at the beginning of
the 1990s (Fig. 2, upper part) [3, 4]. The second – much
simpler and less expensive – apparatus able for manipulation
on the atomic scale was designed and built by Gerhard
Meyer at the Free University in Berlin and this group started
systematic investigations on the manipulation mechanisms
in 1995 [5] (Fig. 2, lower part). These investigations
proved that, for reliable positioning of single atoms and
molecules, mainly the forces between tip and adsorbate were
responsible [6]. At the same time, however, several different
possibilities for surface modifications on atomic or nanometer
scale using also field and force effects were reported [7, 8].

This article is organized in nine main sections. In
Sections 2 and 3, we review STM, STS, and IETS. Readers
well familiar with these methods might directly start reading
at Section 4 that gives an overview over the different
manipulation methods. Each method is then explained in
detail in Sections 5–7, which review lateral manipulation,
vertical manipulation, and manipulation via the tunnelling
current, respectively. Sections 8 and 9 explain some
particularly beautifully examples that used manipulation,
in particular physics in artificially created structures in
Section 8 and manipulation on insulating films in Section 9.
The review closes with an outlook in Section 10.

2 Scanning tunnelling microscopy STM is a real
space method that can be used on conducting samples. The
first scanning tunnelling microscope (STM) came into
operation in 1981 built by G. Binnig and H. Rohrer [9].

Figure 1 The IBM soccer team on the evening of October 12th,
1986, the day when the Nobel prize was announced to Gerd Binnig
and Heinrich Rohrer (right and left with the flower bouquets,
respectively) for the invention of the STM. Their collaborator
Christoph Gerber playing goalie holds the ball. (Courtesy of C.
Gerber.)

Figure 2 The first artificially assembled structures by the first two
groups being able to perform atom-by-atom work. Upper part:
“IBM” by Schweitzer and Eigler and Schweizer [3] built with Xe
atoms on Ni(110) at 4 K and FU by Meyer et al. [5] built with
CO molecules on Cu(211) at 25 K.
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A year later the first atomic resolution images were
recorded [10]. Today, STMs obtain routinely a resolution
of 100 pm in lateral and of 1 pm in vertical resolution.

The systems studied by STM include metallic surfaces,
semiconductor surfaces, oxide surfaces with a narrow band
gap, superconductor surfaces, and quasi-crystalline surfaces.
The only requirement is a conducting substrate material
in order to establish a tunnelling current. On top of this
substrate, molecules or thin insulating films were imaged to a
thickness of a few layers.

The main applications of STM are to clarify the surface
topography and to study electronic and vibrational proper-
ties. STM provides atomic resolution offering the possibility
to study solitary surface defects and single adsorbates. It
is able to resolve electronic and vibrational properties
locally. Chemical bonding and adsorption, cluster formation,
film growth, magnetic properties, and other surface relevant
phenomena were studied by STM.

Often STM images are interpreted in terms of the
topological structure of the surface. However, the interpre-
tation of a topographic image is rarely straightforward:
different adsorbates have been imaged either as protrusions
or as depressions, and sometimes they were even found to be
transparent to the microscope. This problem in interpretation
occurs since the STM image is a superposition of the
topographic and the electronic structure of the adsorbate-
substrate system, which we will sketch in the following.

Basically, STM is based on the quantum mechanical
phenomenon of tunnelling, in which an electron travels

through a barrier that it cannot surmount in classical physics,
because its energy is smaller than the barrier’s height
(Fig. 3). As tunnelling is based on the wave nature of
electrons, the tunnelling probability depends not only on the
width of the barrier but also on the electron’s wave function.

In STM, the electrons tunnel through the vacuum
between two conducting electrodes. One of them has ideally
only a few atoms at its end. This tip is approached with the
aid of piezoelectric elements (called piezos) to the other
electrode to a distance of only about a tenth of a nanometer or
less. At such a distance, the wave functions of tip and sample
start to overlap. Such an overlap is equivalent to a finite
tunnelling probability of the electrons between the two
electrodes. Application of a bias voltage between tip and
sample directs the tunnelling into one direction, from the
occupied electronic states at one of the electrodes to the
unoccupied states at the other one (Fig. 3). An applied bias
voltage of typically a fewmV to a few V leads to a tunnelling
current of typically pA to nA. This tunnelling current
depends exponentially on the distance between tip and
sample because wave functions decay exponentially into
the vacuum. The current is thus a sensitive measure of the
distance between the electrodes.

2.1 Experimental aspects Mostly, STMs are oper-
ated in constant current mode, where the height of the tip
above the sample is varied by a feed-back loop such that the
tunnelling current stays constant (Fig. 4). The tip is scanned
line-by-line in a chosen area, typically 128–512 points per
line and an equal number of lines, and the feedback is
adjusted on each pixel. In this mode, the tip follows a
surface, where the local density of states integrated from the
Fermi energy to eV is constant (see Fig. 4).

The feed-back loop controls the distance between tip and
sample via the voltage applied to the piezo. The tip height is
translated into gray values at each pixel giving the STM
image. Because of the superposition of the topography with
electronic effects in the image, one usually quotes “apparent”
heights.

The major advantage of STM as compared to methods
operating in reciprocal space is its ability to investigate local
deviations from average behavior, see, e.g., the example in

Figure 3 Top: schematics of tunnelling process between metallic
tip and conducting sample. Middle: electrons of energies up to eV
above the Fermi energy of the sample ES

F may tunnel from occupied
states (shaded) in the tip to unoccupied states in the sample (or vice
versa, not shown). V is the applied bias that displaces the two Fermi
levels of sample and tip against each other and eV is the energy
difference between the Fermi levels. Bottom: the electron wave
function C decays exponentially in the vacuum region between
the two electrodes; d is the distance between the two electrodes.

Figure 4 Schematics of constant current mode: the feedback loop
changes the tip height above the surface so that the tunnelling
current stays constant. The display of the z position of the tip’s
height signal versus the scanning motion delivers the STM image.
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Fig. 5. The nominally flat surface shows deviations from a
perfect single crystal surface. Some intrinsic surface steps
result from the unavoidable slight miscut angle of the crystal.
Each crystal has also an equilibrium number of intrinsic bulk
dislocations that emerge to the sample surface. If such a
dislocation has a component of the Burgers vector in
perpendicular to that surface, a surface step ends at it (BD).
The surface in Fig. 5 shows in addition some holes in the
surface layer (VI) and some additional agglomeration of
atoms on it (AI). These result from sputtering the surface at
elevated temperature [11]. In methods operating in recipro-
cal space, all of these features would only contribute to
the diffuse background signal and could thus neither be
identified nor further investigated.

Furthermore, STM allows to image surfaces in atomic
resolution. In Fig. 6 each of the protrusions represents one
atom of Ag(111), a surface with hexagonal symmetry.

A topographic interpretation of STM images as
exemplified for Figs. 5 and 6 assumes that the density
of states of the sample is constant above equivalent
surface sites. In reality the interpretation of STM images
is not always straightforward topological because of the
superposition with electronic effects. See, e.g., Fig. 7a that
shows standing wave patterns on a topological flat terrace.
These are circular waves around black dots and planar waves
coming from the straight step edges and a superposition of
those in between the defects. In Fig. 7b such a standing wave
pattern is imaged simultaneously with the atomic resolution
of Cu(111). In both images, the standing waves originate
from electrons in the surface state of Ag(111) and Cu(111),
respectively, scattered off defects (see Section 2.1.1 for a
short explanation of the surface state). These standing waves
alter the electron density locally. As a consequence the atoms
in Fig. 7b, which all have the same geometric height
within the surface plane, are imaged, as if they had different
heights.

This superposition of geometric and electronic effects is
even more important when imaging adsorbates. As
exemplified in Fig. 8 oxygen atoms adsorbed on Ag(100)
are imaged either as depressions or as protrusions depending
on the applied bias voltage [12].

The interpretation of STM images of molecules is
further complicated, because the features resolved do not

Figure 5 STM image showing a Ag(111) surface with many local
defects as steps, vacancy islands (VI) of monatomic depth,
monatomic high adatom islands (AI), and emerging bulk
dislocations (BD) [11]. A slow integrating part of the feedback
loop results in an image, where it seems, as if the surface was
illuminated from its left-hand side. This form of display is used to
make several terraces visible in the same display.

Figure 6 STM image of Ag(111) in atomic resolution; 0.2 nA,
11 mV. The apparent height above the atoms is higher and thus
each protrusion represents one atom. A unit cell connecting four
atoms with a distance of a ¼ 0.289 nm is indicated.

Figure 7 Standing waves from electrons in occupied surface
state: (a) on Ag (111) close to defects, here CO molecules (black
dots) and surface steps, 0.34 nA, 32 mV; (b) on Cu(111): atomic
resolution (small dots) superimposed with standing wave pattern of
surface state electrons. Scattering is at CO molecules outside of the
region shown. A unit cell (a ¼ 0.255 nm) is indicated, 1.8 nA,
26 mV.

Figure 8 STM images of oxygen atoms on Ag(100) [12] at
opposite polarity: (a) at negative bias voltage (�1.44 V) each atom
is imaged as a protrusion, (b) at positive bias voltage (þ1.44 V)
as a depression.
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simply reflect the atomic positions within the molecule but
electronic states that contribute to the tunnelling. Figure 9a
shows a STM image of a chloronitrobenzene molecule. This
molecule consisting of 14 atoms leads to two protrusions of
different heights and shapes only. Interpretation of this
image demands a theoretical description (Fig. 9b), here
based on Green’s functions in tight-binding approach (see
Section 2.2.3), which allows to determine the orientation of
the molecule (Fig. 9c).

A less involved method to identify physisorbed
adsorbates is the electrostatic potential mapped on the
electron density contour of gas phase molecules (ESP map),
which can be easily calculated with semi-empirical methods
for the quantum calculation of the molecular electronic
structure in computational chemistry. It was rationalized [13]
that the inverted of this potential, representing the potential
energy felt by a negative test charge, is a good concept
to interpret changes in the dielectric constant through the
influence of physisorbed molecules and to understand
their submolecular resolution images. The resemblance

between ESP and STM image can be explained by a
molecule-induced change in dielectricity as compared to
the dielectricity of the vacuum. A large dielectric constant
increases the tunnelling probability as compared to the
vacuum. The higher the dielectricity in the gap between tip
and sample the more the tip is retracted to draw the same
current at the same voltage. Thus, a larger dielectric constant
leads to a larger apparent height.

Indeed, for the example shown in Fig. 9d, only those
regions of the molecule with negative ESP values show
protrusions in the STM image and the higher of the two
protrusions corresponds to the larger ESP value above the
nitro group.

A further difficulty presents the dependence of the STM
image on the usually unknown electronic structure of the tip.
Figure 10 demonstrates that such a simple molecule as CO
adsorbed on Cu(111) is imaged in many different forms with
slightly different tips. Experimentalist should modify their
tip till known surface structures, e.g., surface steps, show
the “usual” shape in order to avoid misinterpretations.

Figure 9 Para-chloronitrobenzene: (a) STM image shows two protrusions of different apparent height and shape. (b) Calculation in
tight-binding approach shows that the nitro group leads to an ellipsoidal protrusion and the chlorine atom to a circular protrusion of
smaller height as indicated by ellipse and circle, respectively. (c) Comparison of experiment in (a) to theory in (b) allows identifying
the orientation of the molecule on the surface as shown. (d) ESP map as optimized semi-empirically in gas phase using the Parametric
Method 3 parameterization of MNDO for the Hamiltonian with ArgusLab 4.0.1, Mark A. Thompson, Planaria Software LLC, Seattle,
WA, http://www.arguslab.com (at large distance from the molecule of 0.0003 electrons/Bohr3 with 1B ¼ 0.0529 nm); potential is
given in Hartrees (1H ¼ 27.2 eV).

Figure 10 Different images of CO on Cu(111) at the tunnelling parameters indicated. In (a) the tip picks up a molecule at the first
arrow (scanning is from top to bottom). The surface is then imaged darker, i.e., at a lower height, and the molecule changes appearance
from depressions to protrusions. The molecule is deposited back to the surface at the second arrow and the original contrast is restored.
(b) CO molecules imaged with “different” tips that lead to several different types of sombrero shapes. Note that molecules in close
proximity are imaged higher than isolated molecules with some tips.
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� 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.pss-b.com

p
h

ys
ic

a ssp st
at

u
s

so
lid

i b

http://www.arguslab.com/


Finally, the electric field in the tunnelling region might
transiently influence the adsorption orientation of molecules,
in particular those with large dipole moments. Figure 11
shows an example, where the same water cluster is imaged as
a protrusion at �93 mV and below, but as a depression at
�69 mV and above. This change of the appearance of the
water clusters was shown to be a result of the reorientation
of some of the molecules in the electric field [14]. This
problem will even more influence imaging adsorbates on
semiconductors, because images on semiconductors demand
a larger bias voltage.

2.1.1 Excursus: Surface state As the intrinsic
surface state existing on nominally clean surfaces will be
encountered more often in this review article, we shortly
review its main features. The accurate characterization and
fundamental understanding of surface states is a subject
of significant interest because of the variety of surface
processes, which they govern, including diffusion, epitaxial
growth, reconstructions, sticking of atoms and molecules,
surface chemistry, molecular ordering, and screening of
defects at surfaces.

The fcc(111) surfaces of noble metals exhibit a large
sp-band gap in the projected bulk band structure along
the G–L line [15, 16] (Fig. 12). These gaps reach down

below the Fermi energy at the center of the surface
Brillouin zone and support an occupied free-electron
surface state [17]. These surface states are confined to
the vicinity of the top layer by the vacuum barrier on one
side and the band gap in the bulk states on the other
side. Electrons occupying surface states cannot scatter into
bulk states without changing either energy or momentum.
They thus form a two-dimensional high-density nearly
free electron gas parallel to the surface [18, 19].

The surface states dominate in the zone between the tip
and the surface and can be detected by scanning tunnelling
spectroscopy (STS), which allows measuring the electronic
density of states at the center of the Brillouin zone (G point;
see Section 3.1) [20]. Such a spectrum (Fig. 12) shows a
strong increase in dI/dV signal, i.e., in conductivity, at the
bottom of the surface state band, which is called the onset
of the surface state.

Interactions of electrons in surface states with adsor-
bates [21, 22], steps [21, 23–27] and other structures [28]
lead to standing wave patterns (see Fig. 7). These spatial
oscillations are quantum mechanical interference patterns
caused by scattering of the two-dimensional electron gas
at defects. Dependence of the wavelength of these spatial
oscillations on temperature and on energy facilitates
measuring the electron’s life time and the surface state
dispersion, respectively [29, 30].

2.2 Theoretical background The STM current
results from electrons tunnelling elastically from occupied
states of one electrode through the vacuum barrier into
unoccupied states of the other electrode (Fig. 3). It depends
on the electronic structure of the sample, on the distance
between tip and sample, on the applied bias voltage, and
on the geometric and electronic properties of the tip. Even
though the theoretical background behind STM is quite
well-understood, a general agreement on the details of
the formation of the tunnelling current has not been
achieved yet. Several competing methods sharing the
same basic principles were developed. The most common
way to model the tunnelling current and thus STM images
is as follows. First, density functional theory (DFT) is
used to calculate the density-of-states (DOS) of the
electrodes and then the tunnelling current is calculated
from this DOS using the Tersoff–Hamann theory (see

Figure 11 STM images of a H2O cluster on Ag(111) at different voltages, 0.64 nA. The change in apparent height is explained by a field
induced rotation of the dipolar H2O molecules [14], 15 nm � 15 nm.

Figure 12 Schematics of surface state (SS) in projected bulk state
pseudo gap (right hand side) and spectrum as taken by STM on a Ag
(111) surface, where the surface state onset is situated at �69 mV.
Note, that usually STS spectra are displayed as dI/dV versus V in
contrast to the spectrum shown here. For the usual display see
Fig. 17; IS depicts an image state.
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Section 2.2.2) based on the transfer Hamiltonian method
(see Section 2.2.1). Despite some severe limitations, the
Tersoff–Hamann approach is conveniently used, because
of its simplicity. It is useful to check quickly, whether the
model derived from a STM image is reasonable. However,
this theory fails in describing, e.g., atomic resolution of
metal surfaces, because it neglects the interactions between
tip and sample. In particular on close-packed surfaces,
the tip has to approach closely to the sample and distort it
(lift up the atoms) in order to achieve atomic
resolution [31]. Thus, for an exact reproduction of STM
images, image charge effects, van-der-Waals forces, and
chemical forces between tip and sample have to be
included.

The interpretation of STM images of molecules imaged
in the highest occupied molecular orbital–lowest occupied
molecular orbital gap (HOMO–LUMO) [13] adsorbed on
metals can also not be explained by this approach. Instead,
understanding STM images of molecules demands to
treat the surface–adsorbate–tip system as an entity (see
Section 2.2.3).

2.2.1 The transfer Hamiltonian method The
transfer Hamiltonian formalism is a perturbation theory. It
was used originally by Bardeen [32] to explain the first
tunnelling spectra obtained in metal oxide junctions [33].
Tersoff and Hamann [34] and Baratoff [35] are the ones who
first applied this formalism to STM.

In this formalism, the electron waves in the two metal
electrodes are considered to be independent and the coupling
of the electron waves in the gap is treated as a perturbation.
This Ansatz leads to a total Hamiltonian

H ¼ HL þ HR þ HT: ð1Þ

HL and HR are the unperturbed Hamiltonians of the two
electrodes and HT the one between them. For the wave
functions the WKB (Wentzel–Kramers–Brillouin) approxi-
mation is used. The WKB approximation is a semi-classical
calculation in quantum mechanics, in which the wave
function is recast as an exponential function, semi
classically expanded, and then either the amplitude or the
phase is taken to be slowly changing. The initial wave
functions inside and outside the barrier in WKB approxima-
tion are

Cm ¼ 1ffiffiffiffi
kz

p eiðkxxþkyyÞ sinðkz þ gÞ;

Cn ¼ 1ffiffiffiffiffiffiffi
kzj jp eiðkxxþkyyÞe�

R d

0
kzj jdz

;

ð2Þ

with wave vector ~k ¼ ðkx; ky; kzÞ, z being the junction
direction, kz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðVðzÞ � EÞp

=�h, d the width of the
barrier, V(z) the potential in the barrier, and g a constant
phase shift.

The elastic tunnelling current is a linear combination of
an initial state and of a sum of final states, which is inserted
into the time-dependent Schrödinger equation and solved to
first order in the coefficients leading to a transition rate per
unit time of:

vmn ¼ 2p
�h

Mmy

�� ��2dðEn � EmÞ: ð3Þ

The tunnelling matrix elementMmn is determined by the
overlap of the wave functions Cm and Cy to the right and to
the left of the potential barrier at a virtual dividing plane S,
whose normal vector ~n points from one electrode to the
other:

Mmn ¼ � �h2

2me

Z
S

d~S ðCm
� Cn � Cn Cm

�Þ: ð4Þ

The total tunnelling current is calculated by first
multiplying the transition rate (3) with the mean occupancy
f of the state in one of the electrodes and the non-occupancy
(1 � f) of the states in the other electrode. Then the sum over
all initial and final states on both sides of the barrier
is formed:

I ¼ 2pe
�h

X
mn

½f ðEmÞð1� f ðEn þ eVÞÞ� Mmn

�� ��2
� dðEm � ðEn þ eVÞÞ

ð5Þ

with f(E) the Fermi distribution and V the applied bias
voltage.

Two assumptions simplify Eq. (5):

(i) At low temperature the Fermi distribution is a step like
function.

(ii) For low bias voltage only states close to the Fermi
energy are relevant.

These assumptions lead to:

I ¼ 2peV
�h

X
mn

Mmn

�� ��2dðEm � EFÞdðEn � EFÞ: ð6Þ

2.2.2 Tersoff–Hamann theory for calculating
the tunnelling current Tersoff and Hamann [20, 34]
developed the first three-dimensional theory for tunnelling
based on the transfer Hamiltonian method, which implies
that this theory can be employed as long as tip and sample are
only weakly coupled. It takes into account the detailed
electronic states of two electrodes.

The Tersoff–Hamann theory explicitly includes the
wave function form of the electrons in tip and sample. The
wave functions of the surface electrons are considered to
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move freely in the surface plane, but to decay exponentially
in perpendicular to the surface:

Cn ¼ Vs
�1=2

X
G

aG exp �z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2s þ ~k jj þ ~G

��� ���2
r !

� expðið~k jj þ ~G Þ~r jjÞ
ð7Þ

with ks ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2mFs

p
=�h the minimum inverse decay length for

the wave function in vacuum, which depends on the work
function Fs of the sample. Vs is the sample volume and ~G
a surface lattice vector in reciprocal space. Here Cartesian
coordinates are used.

Because the exact tip shape is unknown, Tersoff and
Hamann considered the geometry depicted in Fig. 13, a
sphere of radius R. For this spherical tip only wave functions
symmetric around the tip apex are considered. With~r 0 the
center of the sphere it follows (in polar coordinates):

Cm ¼ V
�1=2
t ctktRe

ktR e�kt ~r�~r0j jð Þ

kt~r �~r0j j ; ð8Þ

where kt ¼
ffiffiffiffiffiffiffiffiffiffiffi
2mFt

p
=�h,Ft is the work function of the tip, and

Vt is the volume of the tip. The normalization coefficient ct
is determined by the geometry and the detailed electronic
structure of the tip and by the tip-vacuum boundary conditions;
usually ct � 1.

Despite the spherical approximation, the tip structure
does not enter the theory explicitly. The assumption that
the electronic structure of the tip is totally symmetric
around the tip apex means that the electronic wave functions
are spherical, but it does not imply that the electrons of the
tip atoms are s-electrons. The wave function of the atoms
within a tip made out of s-electrons might have other
spherical harmonics in their composition, because the
spherical harmonics in the Tersoff–Hamann approach are

centered about the tip apex and not about each atom’s
centers.

The tip wave function is expanded in terms of the
sample wave functions under the assumption that the work
function of tip and sample are equalF ¼ Fs ¼ Ft and large
compared to the bias voltage. The expanded wave functions
are used to evaluate the transfer matrix element. Substituting
the matrix element (see Eq. 4) in the equation for the
tunnelling current (Eq. 6) yields:

I ¼ 32p3e2

�h

VF2rtðEFÞR2

k4
e2kR

X
n

cnð~r0Þj j2dðEn � EFÞ

! I ¼ 32p3e2

�h

VF2rtðEFÞR2

k4
e2kRrsð~r0;EFÞ

ð9Þ

with rt(EF) the density of states of the tip per volume and the
sum defined as rs, the local density-of-states (LDOS) per
unit volume of the sample at the Fermi energy and at the
center of curvature r0 of the tip. The LDOS is thus the sum
over all the one-electron eigenstates, given by the label n
of the square of the wave function of each eigenstate, cn,
times a Dirac delta function. The delta function selects the
number of states per unit energy at the Fermi level. Thus,
the contribution of each eigenenergy to the DOS is weighted
by the spatial distribution of the corresponding eigenstate.

Note that the bias voltage does not enter explicitly into
the theory that is consequently valid only in the low voltage
regime, where the current is linear with voltage.

If the transition probabilities for the different states
within each energy interval can be added up to an average
transition probability M(E,V) ¼ k|Mmn|

2i per state and if the
Fermi energy is a step-like function, then the sum in Eq. (6)
can be replaced by an integral, which leads to the usually
cited result of the Tersoff–Hamann theory:

Iðr0;VÞ ¼ 2p
�h

ZEFþeV

EF

dErtðr0;E � eVÞTðr0;E; eVÞrsðr0;EÞ

ð10Þ

with ri the density of states of tip (t) and sample (s) and T
the transmission coefficient that depends on the energy of
the electrons and the applied voltage.

2.2.3 Green’s functions method Quantitative pre-
diction of STM images, in particular for adsorbates, asks for
a more involved theoretical treatment, where the system is
no longer separated into two independent subsystems, but
the total wave functions of the tip–adsorbate–substrate
system are calculated. The tip–adsorbate–substrate system
is considered to be a defect, at which the electrons are
scattered [36, 37]. From the scattering matrix the transmis-
sion coefficients, from these coefficients the conductivity,

Figure 13 Schematics of tip-sample geometry for Tersoff–
Hamann theory: the tip is replaced by a sphere with radius R at
a distance d from the sample [20, 34]. The sample wave function
is calculated at r0.

Phys. Status Solidi B (2013) 9

www.pss-b.com � 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

Review

Article



and finally, the three-dimensional contours of constant
current surfaces are calculated for a specific voltage.

The scattering matrix can be calculated with the
formalism of Green’s function [38], which is used to
describe the electronic structure of substrate, tip, and
adsorbate. This approach based on the Todorov–Pendry
model [39, 40] with an approximation developed by
Sautet [41, 42] results in a more exact determination of
the tunnelling current. A very didactical description of these
procedures can be found in Ref. [43]. This method allows
calculating the effect of different possible tip geometries.

For an exact comparison of the so calculated STM
images to the experimental ones, it is necessary to calculate
the electronic structure of tip and sample. For this calculation
there is a wide variety of theoretical approaches, from
accurate ab initio to more approximate semi-empirical tight-
binding calculations. The latter is a one-electron approxi-
mation, where the electrons of a system are assumed to be
localized strictly at their original atoms. The orbitals are
constructed as linear combinations of atomic orbitals. The
tight-binding approach provides a convenient way to model
electronic properties and it gives the contribution of different
atomic orbitals to eigenstates of the system, the contribution
of orbitals to bonding, and the role of orbitals in forming
tunnelling channels. Including only the valence orbitals of
the molecule in tight-binding approach already allows a
qualitative understanding, why molecules can be imaged at
voltages within their HOMO–LUMO gap, though they do
not have any density of states there.

The idea behind the calculation is qualitatively depicted
in Fig. 14. The scattering matrix is interpreted in terms of
different tunnelling paths of the electrons. The overall
current und thus the contrast in the tunnelling image results
from an interference of these different tunnelling channels.
Phase shifts lead to destructive interference and can explain
molecules that are imaged as depressions, despite having a
larger geometrical height than the surface (cf. Fig. 8) [12].
The different tunnelling channels are named through space
(TS, a and c) and through adsorbate (TA, b). For TS there is
one path independent of the presence of the adsorbate and
one, where the electrons are scattered at the adsorbate. For

TA different channels through different molecular orbitals
are possible with different phase shifts. In dependence of the
molecular adsorption angle different orbitals of the molecule
contribute to the tunnelling current. This means that TA
depends on the orientation of the molecule and the position
of the energetic position of the orbital. The multitude of
possible channels makes a prediction of the molecule’s
appearance without a detailed calculation difficult.

The method was successfully used to explain, e.g., the
change in contrast at different bias voltages of several
adsorbed species (Fig. 8) [12] and because of reorientation of
molecules in the electric field (Fig. 11) [14]. It was also used
to calculate the STM image of chloronitrobenzene shown in
Fig. 9. The latter example also demonstrates the limit of the
tight-binding approach: it is not quantitative, i.e., absolute
apparent heights are only poorly reproduced.

3 Spectroscopy with the STM Two types of
spectroscopy are possible in STM. By measuring the first
derivative of the tunnelling current versus voltage electronic
features of the sample are measured. This spectroscopy is
called STS (scanning tunnelling spectroscopy). The mea-
surement of the second derivative reveals vibrational
excitations of the substrate and adsorbed molecules. This
spectroscopy is called inelastic electron tunneling spectros-
copy (IETS).

STM is often not capable of identifying adsorbates via
STS because of significant level broadening and shifting of
electronic levels that occur upon chemisorption. It was first
predicted by theory that IETS should be used to probe the
vibrational properties of individual adsorbates in their
local bonding environment [44, 45] and later proven in a
multitude of experiments to be possible in particular by the
pioneer of IETS, Wilson Ho [46].

STS and IETS can be performed either by taking the
numerical derivative from a I/V spectrum or by a lock-in
technique. Though in the early days the dI/dV curve was
mathematically derived from the measured I/V character-
istics, it is nowadays routine to use the lock-in technique, at
least for STS. The advantage is a higher signal-to-noise ratio
and the prevention of artifacts that result from smoothing.
Direct measurements of d2I/dV2 curves are technically more
demanding, so that the numerical derivate of the dI/dV curve
is still sometimes opted for. The dI/dV curves are then
recorded in lock-in technique.

For both spectroscopy modes, the tip is placed above the
point of interest; the bias voltage is swept over the energy
range of interest with a sinusoidal modulation voltage Vmod

of typically a few mV superimposed over the bias voltage.
This modulation leads to a modulation of the tunnelling
current with the same frequency. Fourier decomposed in the
base of the applied modulation frequency v the current I is:

IðV ; tÞ ¼ I0ðVÞ þ Vmod
dI
dV

cosðvtÞ

þ 1
2
V2
mod

d2I

dV2 cos2ð2vtÞ þ � � � ð11Þ
Figure 14 Schematics of possible tunnelling paths of the
electrons: (a) through space current, (b) through adsorbate current,
(c) through space current scattered at adsorbate.
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with time t. This equation shows that the amplitude of
the response oscillating with frequency v and 2v yields a
value proportional to dI/dV and d2I/dV2, respectively. This
amplitude is then recorded with the aid of a lock-in amplifier
tuned to v or 2v, respectively.

The principle of the lock-in technique that detects the
modulation in tunnelling current at the same frequency
as the modulation voltage is visualized in Fig. 15. The
constant modulation in V (here 0.1) leads to different
modulation amplitudes in I. For small modulation voltages
this amplitude is in first approximation proportional to the
slope in I/V and consequently to the first derivative of the
current, dI/dV.

3.1 STS In the scanning tunnelling spectroscopy (STS)
mode the STM probes the local density of states around
the Fermi level (see Fig. 16). Such measurements were first
presented in 1986 [47] and are 25 years later standard in
many laboratories.

3.1.1 Theoretical background Based on the tunnel-
ling current formula (10) the first derivative dI/dV can be
derived as:

dI
dV

¼ 2pe2

�h
rsðEF þ eVÞrtðEFÞTðr0;EF þ eV0;V0Þ

þ 2pe2

�h

ZEFþeV

EF

dE
0
rsðE

0 ÞdrT
dE

����
E¼E

0�eV0

Tðr0;E0
; eVÞ

þ 2pe2

�h

ZEFþeV

EF

dE
0
rsðE

0 ÞrtðE
0 � eVÞdT

dV

����
V¼V0

:

ð12Þ

If one assumes that the tip’s density of states is constant
in the voltage interval of interest, then (12) simplifies to:

dI
dV

¼ 2pe2

�h
rtðEFÞ

"
rsðEF þ eVÞTðr0;EF þ eV0;V0Þ

þ
ZEFþeV

EF

dE0rsðE0ÞdT
dV

����
V¼V0

#
:

ð13Þ

In the experiment the tip states are usually changed till
the DOS of the tip is constant. Changes to the tip (called tip
forming) are achieved experimentally by either controlled
contact of the tip with the sample (only for sample materials
that are softer than the tip material) or by applying high
currents and/or high voltage pulses. A constant tip DOS is
important for probing the unoccupied states of the sample,
because changes in the tip’s DOS are superimposed to the
changes in the sample’s DOS. It is absolutely necessary for
probing the occupied states of the sample, because at
negative bias voltage, the contribution from changes in the
tip’s DOS is stronger than the contribution from changes in
the sample’s DOS.

The first term in Eq. (13) is proportional to the LDOS of
the sample at the energy eV, i.e., dI/dV is proportional to this
quantity, if the second term is approximately constant, which
is the case under two assumptions: first, the applied bias
should be smaller than the work function of tip and sample.
This limits the range, over which spectra can be taken, to a
few volts. However, most features of interest lie in this
voltage range and tip instabilities are often the more severe
limit to the voltage range. Second, the transmission

Figure 16 Schematics of the tunnelling process for opposite
polarities. The LDOS rS of the tip is assumed to be structure less.
By sweeping the bias voltage different states are thus probed. Fs

andFt are the work function of sample and tip, respectively. Shaded
are those states that can be measured at the respective polarity.
In the spectroscopy mode, the lock-in technique ensures that
additional states are measured. (a) For positive sample bias voltage
V electrons from the Fermi level EF of the tip tunnel into the
unoccupied states of the sample. (b) For negative sample bias
voltage electrons from occupied states of the sample tunnel to the
unoccupied states of the tip.

Figure 15 Schematics for determination of local dI/dV
through modulation voltage (here 0.1). The signals measured by
the lock-in are shaded horizontally and reflect the slope of the
I/V curve.
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probability T should only vary very slowly with energy. This
condition is usually valid over small voltage ranges only. For
larger voltage ranges, the tunnelling transmission depends
rather exponentially on bias voltage. Thus, dI/dV curves are a
rather poor measure of the LDOS, in particular for states far
away from the Fermi level, and the de-convolution of the
sample’s LDOS is a non-trivial task, even if the tip’s LDOS
is known. For further improvement, experimentalists
introduced normalizing STS curves to their static conduc-
tivity, i.e., calculated d ln I/d ln V ¼ (dI/dV)/(I/V). This
normalization makes spectra taken at different tip-sample
distances more comparable and the background that is
frequently not very smooth, in particular on semiconductors,
can be taken into account. The peak positions in d ln
I/d ln V correspond reasonably well to those in the LDOS
shifting by some�100 meV for large voltages depending on
peak width and position [48]. Since the normalized
conductivity tends to develop singularities, if there is a
gap in the LDOS around the Fermi level, the normalization
procedure was further refined by introducing filter
functions [49].

More recently a formula based on the one-dimensional
WKB approximation (see Eq. 10) was derived to recover the
LDOS r from dI/dV spectra [50]:

r ¼ 1
TðE;VÞ

@I

@V
þ d

2a
ffiffiffiffi
F

p 1þ ð2 ffiffiffiffi
F

p
d þ 3ÞV2

96F2

� �
IðVÞ

� �
ð14Þ

with the transmission coefficient TðE;VÞ ¼
expð� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Fþ V=2� E
p

dÞ for a trapezoidal approximation;
d is the tip sample distance and F the effective tunnelling
barrier height; The coefficient a is close to 2, but can be
determined exactly from bias dependent measurements [50].
Further suggested improvements neglect the intrinsic
experimental uncertainty.

3.1.2 Experimental aspects In order to record STS
spectra, the tip is placed above the spot of interest, the feed-
back loop is switched off, and the bias voltage is swept
over the desired voltage range. For positive voltages the
unoccupied states, for negative voltages the occupied states
of the sample are probed.

As the recording of the spectra takes typically several
minutes, a high stability of the microscope is required. Such
a high stability is usually best achieved at cryogenic
temperatures, where temperatures are most easily stabilized.
Another advantage of low temperatures is a reduced thermal
broadening.

Figure 17 displays as an example spectrum the surface
state onset on Ag(111) (for a short description of the surface
state see Section 2.1.1). The onset of the surface state at
�69 meV opens an additional tunnelling channel leading
to a steep rise in conductivity.

Though surface states were measured previously with
the better energy resolution of photoemission, only STS

can measure local shifts. Figure 18 shows that the surface
state onset differs on the scale of several nanometers because
of intrinsic surface steps [26]. This shift results from
confinement of the electrons in between the step edges.

By recording such spectra at different locations above a
molecule, spectral information with submolecular spatial
resolution is recorded. An example is shown in Fig. 19,
where the spectrum above the nitro group of a nitrobenzene
molecule hardly differs from the surface spectrum, but
the one taken above the phenyl shows a distinct step like
increase in the unoccupied region [52].

Figure 17 I/V (top panel) and dI/dV (bottom panel) of Ag(111).
The cusp in the upper panel and the steep increase in the lower panel
indicate the bottom of the surface state band that resides at
�69 meV on this surface. Log-in parameters: modulation of 1 mV
at 223.4 Hz, current set point: 0.28 nA.

Figure 18 Dependence of surface state onset on terrace width: the
onset of the surface state shifts with decreasing terrace width into
the unoccupied region, i.e., above the Fermi energy situated at 0 V.
The positions, where the spectra were recorded, are indicated on the
STM image, which displays an array of terraces [26].
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STS was furthermore used to determine the band gap of
semiconductors as well as the HOMO–LUMO gap for
adsorbed molecules. It has been extended to dI/dV mapping,
where a map of the dI/dV signal at a specific energy allows
spatially resolving electronic states.

Mostly, molecules adsorbed in parallel to the surface
were investigated by STS. An exception is pyridine-2,5-
dicarboxylic acid chemisorbed in perpendicular to the Cu
(110) surface [53]. For this molecule, it was shown that
by changing the tip-sample distance, different states that
are situated in different levels of the molecules can be
mapped [53].

3.2 Vibrational spectroscopy IETS probes the
vibrational properties of single molecules by measuring
those electrons that excite molecular vibrations by
tunnelling inelastically. Figure 20 sketches the general

idea behind IETS. For STM imaging as well as dI/dV
spectroscopy, we considered only those electrons that
retain their energy in the tunnelling process, i.e., electrons
that tunnel elastically through the tip-sample gap (upper
path in Fig. 20). Most tunnelling electrons follow indeed
this path. However, a small part of the electrons (of the
order of 10�4 or less) loose energy during the tunnelling
current flow by exciting vibrations of adsorbates or surface
phonons, or by creating electron–hole pairs within a region
of atomic dimensions.

For adsorbed molecules, the so called inelastic channel
(lower path in Fig. 20) opens when the electron energy
matches �hv of a molecular vibration. Above �hv the inelastic
tunnelling electron can continue into a different state with a
proportionate smaller energy. IETS uses the abrupt changes
in conductance at �hv/e to measure the vibrational threshold
energy. In first approximation, opening of the inelastic
channel increases the conductivity, since the sum over all
final states is larger. However, theory (see Section 3.2.3)
showed that the elastic channel is reduced at the same
energy because of the many-body character of the
inelastic contribution to the conductance and thus the total
conductivity might even decrease.

A unified theoretical effort showed that a dip is expected
in STM-IETS, only if there is an electronic resonance
present. Otherwise, a peak is expected [54].

Molecular vibrations by tunnelling electrons were first
observed in metal/metal oxide/organic impurity/metal
tunnelling junctions [55]. In these junctions an conductance
increase by approximately 2% was found at the vibrational
frequencies of molecules confined in the organic impurity.
The possibility to observe molecular vibrations by STM
was discussed already in 1985 [56], the first vibrational
spectra were recorded in 1998 [57].

The first derivative of the tunnelling current shows these
vibrations as steps and could be used to extract the inelastic
signal. However, usually the second derivative is recorded
in order to discriminate the steps due to inelastic processes
from those due to electronic states. Derivation of the first
derivative increases the weight of the inelastic processes,
because the electronic structure changes more slowly with
voltage than the vibrational one.

In contrast to the higher voltages necessary for STS
of molecules, which easily lead to bond breaking, IETS
gives chemical sensitivity often without disturbing the
molecule. In combination with topographic STM images,
IETS can identify individual adsorbed molecules and
explore how the vibrational properties are influenced by
the local structure of the substrate or nearby coadsorbed
species. By placing the tip above different parts of the
molecule, submolecular resolution of these properties is
achieved.

For larger molecules, chemical analysis is possible by
IETS through fingerprints.

3.2.1 Experimental aspects Figure 21a–c sketches
expected changes in the spectra for the case that the inelastic

Figure 20 Schematics for illustrating inelastic tunnelling processes
(lower path) as opposed to elastic tunnelling (upper path).

Figure 19 Dependence of STS spectra on tip position above the
molecule: the STM image shows a nitrobenzene molecule that is
imaged as a combination of a protrusion above the nitro group with
a depression above the phenyl [51]. The dI/dV spectra are recorded
where indicated by the crosses in the STM image [52].
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channel dominates, so that the conductivity of the sample
rises at �hv/e. In this case, more electrons tunnel from tip to
sample leading to a steeper slope in the I/V curve beyond
�hv/e (Fig. 21a). Changes are both in the occupied and
unoccupied region of the sample, because electrons can both
first tunnel and then excite the vibration and vice versa. This
increase in slope leads to a step-like increase of the dI/dV
signal at the voltages þ�hv/e and ��hv/e (Fig. 21b). In the
second derivative a delta function would be expected at
��hv/e. The peak is, however, broadened by the lifetime of
the excited state, by the instrumentation, by the modulation
voltage Vmod (peak-to-peak), and by the measurement
temperature T. These contributions have different line shapes
and thus the correct calculation of the total width is
demanding. In experiment, the intrinsic line width is usually
approximated from the total measured width W by using the
following formula [59–61]:

WI �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 � p

2
Vmod

� �2
� 6kT

e

� �2
s

: ð15Þ

For a small instrumental broadening the natural line
width dominates the intrinsic width WI. For the often
employed 5 K, a resolution in the vibrational spectra of
some meV is achieved, which is sufficient for small
molecules with well separated vibrations. Some groups
have achieved temperatures in the 100 mK range and
modulation voltage in the 100 mV range and thus sub-meV
resolution [62, 63].

To record an IETS spectrum, the tip of the STM is
placed above the molecule and the sample bias is scanned
along the energy window of interest (typically tens to
hundreds of milli Volts), searching for sharp variation in
the d2I/dV2 spectrum. The experimental spectra in Fig. 21
demonstrate why the second derivative is used for the
identification of molecular vibrations. The inelastic fraction
of the current is typically only a very small fraction of the
total current. This change in conductivity is too small
to identify the change in slope in the I/V spectrum. In the
dI/dV spectrum steps are observed, but this spectrum is
dominated by electronic effects, here the contribution from
the surface state of Cu(111), whose onset lies outside the
recorded region at �450 meV (cf. Fig. 17 for the surface
state on Ag(111)). Only in the d2I/dV2 spectrum point
symmetric peaks can be identified; the one indicated by
arrows at�165 meV lies close to the region of the scissoring
mode of H2O.

A characteristic of the spectra is that peaks/dips at
certain values in the positive voltage range are reproduced as
similar dips/peaks at opposite polarity. This point symmetric
position of the vibrational peaks with respect to zero voltage
is a general feature and is used as a test of the vibrational
origin of the measured peaks. The symmetry implies that the
inelastic channel is open for electrons tunnelling in both
directions and that the magnitude of the Stark effect in the
energy position of the vibrations is negligible. Peaks that
are observed only in one side of the spectrum are (and have
to be) disregarded.

The intensity of peaks at opposite polarity is expected
to vary because the tunnelling probability is not symmetric
(cf. Fig. 16). The asymmetry thus increases for higher energy
modes. A qualitative explanation is that electrons have a
higher probability of tunnelling before losing a vibrational
quantum of energy at positive bias than after having lost
it at negative bias. Strong asymmetries of the sample’s
DOS might lead to a further variation in peak intensity. A
relatively smooth LDOS is therefore desirable for discrimi-
nating vibrational peaks from electronic contributions to the
spectra. Metals usually provide such properties better than
semiconductors.

Integrating the peak areas in d2I/dV2 versus V and
normalizing them by the conductance dI/dV gives an
estimation of the normalized change of conductance. This
change corresponds to a lower limit for the inelastic fraction
of the specific inelastic channel for the tunnelling-active
modes. Employing large current densities of the order of
1 nA per molecule, IETS is able to detect changes of the
conductance smaller than 1%.
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Figure 21 Schematic illustration of the effect of inelastically
tunnelling electrons on spectra (a to c) and single spectra on closed
layers of H2O/Cu(111) [58] (d to f): (a,d) I/V characteristic. (b,e)
dI/dV: experimental spectrum is recorded in lock-in technique,
Vmod ¼ 10 mV; for a structure less I–V characteristic as in this
particular case, dI/dV does not differ from the normalized dI/dV.
(c,f) d2I/dV2: experimental spectrum is numerically derived from
dI/dV; a point symmetric peak (with respect to 0 V) is indicated by
arrows.
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IETS demands a large z-stability of the tip of the order of
0.5 pm [59].

A major concern should be tip features that might be
superimposed over the intrinsic spectrum of the molecule.
The interpretation of the spectra is much facilitated, if the tip
is structure less. For this aim, tip forming is continued till the
bare surface does not show any features in the dI/dV spectra
apart from the intrinsic surface electronic structure and the
d2I/dV2 spectrum is featureless in the region of interest. Also
a slowly varying background might shift the peaks and
should be subtracted. To do so the background spectrum is
fitted by a polynomial, which then is subtracted from the
spectrum taken above the molecule. The ideal background
spectrum is not taken above the bare surface, but above
an isotope [64] because isotopes have the same electronic
structure and make the same changes to the electronic
structure of the surface.

Usually the features in the tunneling spectrum from the
states of the tip are a nuisance. However, IETS spectra may
contain modes characteristic for the tip’s apex structure [65].
The influence of molecules adsorbed onto the tip onto IETS

spectra was addressed theoretically [66]. Different tips not
only show different intensities of the signal, but also a slight
shift in energy.

A further influence of the tip is a distance-dependence
shift of vibrational modes by the close proximity upon
approach of the tip even before formation of a contact as
demonstrated for a CO molecule adsorbed on Cu(111) [67].

Furthermore, electron induced manipulation might
interfere with the recording of the spectra. Figure 22
exemplifies this difficulty often encountered when perform-
ing spectroscopy at weakly adsorbed molecules or molecular
clusters. While ramping the voltage in the voltage range of
vibrational modes even at a current and a ramping time that
are both at the lower limit for reliable spectra, many of the
water clusters change appearance, because hydrogen bonds
reorder after excitation of molecular vibrations [58].
Excitation of molecular modes can also lead to dissociation,
desorption, or other reactions (see Section 7).

These reactions limit the applicability of IETS. A way
to circumvent at least diffusion is to offer special binding
sites to molecules as exemplified in Fig. 23. After adsorption

Figure 22 Manipulation of water clusters on Cu(111). Upper row before and lower row after ramping the voltage from 100 to 500 mV
within 0.4 s at the 19 crosses: (a) complete image, 81 mV, 100 pA; (b) cluster “1” encircled in (a); (c) group of clusters “2” encircled in (a).

Figure 23 (a) STM image of D2Omonomers (yellow protrusions) adsorbed in the elbows of the Au(111) reconstruction, 115 mV, 32 pA.
(b) Average of several d2I/dV2 spectra taken above the monomers; a triple Gaussian profile is fit to the peaks on both sides of the Fermi
energy (V ¼ 0 V) [68]. The number of peaks is more easily identifiable in the negative part of the spectrum, but it is clearly observed on
both sides.
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of D2O on Au(111) the molecules preferentially decorate
the elbow sites of the (22

ffiffiffi
3

p
) reconstruction, where the

dislocation lines change direction and a gold atom has
either five or seven neighbors in the surface plane instead
of six. At this specific binding site the molecule is bound
sufficiently to take vibrational spectra in the range up to
75 mV (Fig. 23b) [68]. The IET spectrum reveals a multiple
peak in the region between 10 and 50 meV, which is best
fitted by a triple Gaussian. Averaging over several spectra
is used here to increase the signal-to-noise ratio.

Vibrational modes can either be assigned through
comparison to calculated modes or to modes experimentally
determined in infrared spectroscopy or in electron energy
loss spectroscopy (EELS). For D2O on Au(111) (Fig. 23) the
three vibrational modes in the region up to �50 mV
are identified through comparison with EELS spectra as the
frustrated rotation vibrations (librations) [68], a procedure
described in detail in Ref. [69].

A univocal assignment of modes is possible by com-
paring their isotope shift; for the example shown comparing
D2O to H2O. However, we found that in this particular case
the extrinsic peaks are too broad to observe the shift.

Spectra taken above different parts of a molecule might
differ in peak intensity therefore demonstrating the spatial
extent of vibrations and their excitation probability. IETS
has consequently been extended to d2I/dV2 mapping,
where a map of the d2I/dV2 signal at a certain vibrational
energy allows spatially resolving the vibration within a
molecule [64]. Not only molecular vibrations, but also
surface phonons can be detected [70]. Also the signature
of paramagnetism was detected in IETS spectra for O2 on
Ag(110) [71].

Mostly, molecules adsorbed in parallel to the surface
were investigated by IETS. An exception is a self-
assembled monolayer, on which the IETS spectra showed
a multitude of modes with intensity variation with tip-
sample distance [72]. These modes were assigned to
different C–C and C–H modes. This example underlined
the problem of identifying IETS maxima on a noisy
background. In a follow up study, improved spectra were
compared to theoretical calculations and methyl and
methylene groups were differentiated [73].

3.2.2 Theoretical background Most treatments of
IETS use perturbation theory [69]. This is justified by
assuming that in IETS only one quantum of vibration is
excited at the first vibrational threshold in the positive voltage
range, the one that is a peak in the second derivative of the
tunnelling current with respect to the bias voltage. Hence, the
final state of the molecule is not extraordinarily excited, and
the vibrational excitation is assumed to be a weak perturbation
to the molecular ground state. Let us try to substantiate this
claim with some order-of-magnitude analysis [74].

3.2.2.1 Order-of-magnitude analysis The passing elec-
tron should spend enough time in the molecular environment
in order to be able to excite it. The lifetime of an electron in a

molecule is the inverse of its resonance width, tmol ¼ �h/G.
For a chemisorbed molecule on a metal surface the electronic
width, G , is of the order of 1–3 eV, this means lifetimes of
some 0.1 fs. Next, in order to estimate the change in
conductance in an IETS experiment, we need to know the
time to excite the molecular vibration. This time is the
inverse of the vibrational excitation rate, 1/tvib.

By using Fermi’s Golden Rule one can have a
quantitative estimate of the rate of an electronic process:

1
t
¼ 2p

�h

X
ih jj dĤ fj ij2dðEf � EiÞ; ð16Þ

where i and f are the initial and final states in the excitation
process and dĤ is the perturbation on the electronic
Hamiltonian due to the vibrational excitation. Assuming
again that only one quantum of vibration is exchanged, we
expect a small displacement dQ̂ of the nuclear coordinates.
We used the explicit operator format for the displacement
because our i and f states are both states of electronic and
nuclear coordinates. Hence dQ̂ acts on these states, such that
by virtue of Taylor’s expansion we can approximate the first
perturbation to the Hamiltonian by

dĤ � @Ĥ

@Q
dQ̂; ð17Þ

where we have factored the perturbation in a first factor
acting on electronic coordinates and the second one on
nuclear ones. If we use the electronic eigenstates, lj i, and the
harmonic eigenstates nj i (we assume a perfect harmonic
oscillator for the vibrations) then:

ij i ¼ lj i 	 n ¼ 0j i;
fj i ¼ mj i 	 n ¼ 1j i; ð18Þ

with energies:

Ei ¼ El þ �hV

2
;

Ef ¼ Em þ 3�hV
2

:

ð19Þ

Even with these assumptions, it starts to be difficult to
evaluate the vibrational excitation rate. Let us assume that
the electron–vibration coupling is somehow averaged over
the different states and we can take it out of the summation.
The summation is then over a delta of energies. This is just a
density of states. Since we are dealing with the molecular
states in contact with a surface, we will assume that they are
simply following a Breit–Wigner density of states: that of a
single electronic level in front of a featureless continuum of
electronic states. This density of states is then

DOSðvÞ ¼ 1
p

G=2

ðv� eaÞ2 þ ðG=2Þ2 : ð20Þ
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Since the delta function assures energy conservation, we will
assume that we are in resonance and hence we replace the
summation over the delta function by DOSð0Þ ¼ 2=pG .
Then, the vibrational excitation rate becomes:

1
tvib

¼ 4 dHh ij j2
�hG

: ð21Þ

We can now compute the vibrational excitation rate, if
we know how the potential energy surface (PES) changes
with the coordinate, so that we can have a realistic estimate
of dHh ij j2. Let us for the time being remain as simple as
possible for the sake of gaining as much physical insight
as possible. Hence we pursue the harmonic potential model
and take for the negative ion the following PES:
E� ¼ 1=2KðQ� Q�Þ2, we assume that the frequency for
the negative ion is the same one as for the neutral molecule,
which is a rather crude assumption, such thatK ¼ mV2, with
m the generalized reduced mass of this mode. Here, Q�, is
the new configuration of the molecule in its negatively
charged state. In the case of an adsorbate, the negative
adsorbate is generally at a different distance from the
surface.

The emerging picture is that during the electron flow
through the molecule, the molecule is temporarily in a
negative state. Hence, the PES changes suddenly from the
neutral one, E0 ¼ 1=2KQ2, to the negatively charged one,
E� ¼ 1=2KðQ� Q�Þ2. Hence, the nuclei experience a force
given byF ¼ �@E�=@QjQ¼0which translates into a classical
speed of the order of v � ð�h=mÞ @E�=@QÞð jQ¼0 � tmol,
where tmol is the lifetime of the electron in the molecule, that
we estimated above from the value of the electronic current.
Using that the lifetime and the broadening, G , of the
molecular levels are inversely proportional, let us then take
tmol � �h=G . Hence, v � KQ�=mG . Now the maximum
speed of the nuclei in a semi-classical analogy is at the center
of the neutral PES, which is vmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�hV=m

p
just from

equating the energy gain in the excitation process to the
classical kinetic energy of the nuclei. From this, we find an
upper limit for G , in order to excite the molecule: G 
 dHh i:

This simple estimation shows that for strong electron–
vibration coupling, vibrational excitation is unavoidable,
where strong means larger than the molecule–electrode
coupling, G .

Weak coupling is then the regime when G � dHh i. We
can use the above Fermi’s Golden Rule to estimate the
vibrational excitation rate. Assuming that the fraction of
inelastic electrons is just the ratio of lifetimes between the
time it takes to create an excitation and the time the electron
stays in the molecule, a 1% of inelastic electrons means:
tmol=tvib � 0:01 This leads to dHh ij j2=G 2 
 1=400.

Hence, for chemisorbed molecules, the electron–
vibration coupling needs to be in the range of 0.01 eV, in
order to have more than 1% of inelastic electrons due to
vibrational excitation. In this first approximation, we can
relate the change in conductance with the inelastic fraction.
In practice as we explain below, other more complex effects

prevent us from making a direct connection between
inelastic fraction and change in conductance. This elec-
tron–vibration coupling is easily found in a large class of
molecules, and therefore IETS is a feasible spectroscopy.

3.2.3 Theoretical basis of inelastic tunnelling
spectroscopy A current is created when two electron
reservoirs are connected. In equilibrium no electron flow
takes place: the chemical potential (i.e., the Fermi energy at
T ¼ 0) is well-defined. When a bias voltage is applied
between the electrodes, the chemical potential is no longer
defined. If the electrodes are large enough we can consider
them to be in equilibrium and the voltage drop will take
place in a small region connecting both electrodes. In the
case of tunnelling junctions the voltage drop happens in
the insulator layer: the vacuum in STM. Electrons can now
flow because the final states will be empty: the chemical
potential of both electrodes differ by the applied bias voltage
times the charge of the electron.

When the bias voltage corresponds to chemical potential
shifts smaller than the quantum of vibration the electron
cannot yield its energy to the vibration. Let us assume that
the temperature is very low (<10 K) such that the
probability of finding the vibrator in an excited state is
negligible. In this case the electron will not gain energy
from the vibrator but will cede its energy. In order to yield
its energy the final state of the electron has to be empty, in
other words, the final channel must be open. The only way of
opening the channel is that the bias voltage energy is larger
than the quantum of vibration. In this case the electron
can excite the vibration and continue its propagation in
an electronic state above the Fermi level of the second
electrode: the vibration opens a new channel.

3.2.3.1 The inelastic channel When a vibration is excited
by an electronic current, new channels contribute to the
electron flow. The conduction process is described as a
scattering process: electrons enter the interaction region
through well-defined channels. A channel is defined by the
solution of Schrödinger’s equation in the region well before
the interaction so that the solution is exactly known. Each of
the possible solutions before and after the interaction defines
the initial and final channels. Newly open channels lead to
an increase of the electron current. The infinite electron
reservoirs act as a pressurized container: whenever an
electron can leak from the reservoir, it will do it. Hence the
increase of final electron channels leads to an increase of
the electron current.

The picture just given is not accurate. It actually depends
on what type of coupling exists between the vibrator and
the flowing electrons. Caroli et al. [75] give a formal but
complete account of the different scenarios leading to a rich
variety of behaviors of the current with the excitation of
localized vibrations. In their analysis of metal-insulator-
metal junctions they consider different types of coupling that
differ by where the vibrator (molecular impurity) lies within
the junction. If the impurity lies inside the insulator layer,
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then the above picture turns out to be correct: the vibrational
excitation is an opening of a new channel and the current
increases. If the impurity is in contact with one of the
electrodes the case is much more complex, and particular
details on the impurity–metal interaction need to be taken
into account. The reason behind this classification is that
the electron–vibration scattering in the insulator layer is a
one-electron process equivalent to the electron-molecule
scattering problem. In contact with the metal, many-body
features appear. The states are multi-electronic and the
vibration mixes them efficiently. The simple channel-
opening picture is no longer valid. As a matter of fact,
Caroli et al. [75] show that the current can actually decrease.

Prior to the work by Caroli et al. [75], Davis [76] did
some model calculations where the defining parameter of the
type of electron–vibration coupling was the distance of the
vibrator to the metal contacts. He reached some conclusions
in the line of the more systematic and profound description
by Caroli et al. [75]. Namely, he showed that the main many-
body effect is the anti-symmetry of the many-body wave
function. In order to take this anti-symmetry into account,
he considered Slater determinants of the one-electron wave
functions, and then performed perturbation theory on the
electron–vibration interaction. The effect of the electron–
vibration coupling is to mix up the electronic states: the
states of the full Hamiltonian contain the electron and
vibration coordinates. One way of putting this mixing is
to claim that “virtual” phonons are emitted and reabsorbed.
This is a description that comes from perturbation theory,
in which electrons and vibrations are treated separately
and they are mixed gradually through perturbation theory.
Indeed, what it means is that the actual ground state contains
vibration contributions that one cannot neglect. These
contributions are very efficient in mixing two-electron
coordinates with the vibration coordinates in the full-system
wave function. Our initial picture of one-electron channels
needs to be reconsidered in certain cases.

When tackling the task of developing a theory for the
description of IETS with the STM, a many-body approach is
thus unavoidable. The work by Davis [76] shows that one
can actually get away with a simple many-body theory, in
which only the anti-symmetry of electron states is needed.
The mandatory question is what a theory should account
for. In order to answer this we need to re-consider what the
IETS-STM technique is.

By measuring the change in conductance, IETS-STM
gives information on the localized vibrations of the STM
junction. Hence there are two processes: the electron
propagation and the vibration excitation. IETS-STM is
performed at low temperatures (typically below 10 K) and
at low currents (in the nano Ampère range). These are
conditions that allow an identification of vibration excitation
by single electrons: the vibrator is probably in its ground
state and the time between electrons is much longer than
the lifetime of the vibrations.

A theory should just consider electron propagation with
a weak probability of exciting a vibration. Perturbation

theory seems to be justified due to the smallness of the
electron–vibration coupling and the dynamics of the process
(excitation and de-excitation) is considerably simplified by
the above experimental conditions.

Basically, there are two approaches to describe the
vibration excitations: approaches that compute the prob-
ability of vibration excitation by an electron current and
approaches that compute the change in conductance by
vibration excitation. In the first case the accent is put on
the description of the excitation, making the change in
conductance a secondary process. In the second case, the
conductance description is emphasized.

3.2.3.2 Approaches based on scattering theory The
process of vibrational excitation is described with great
detail in these approaches. The underlying idea is to calculate
transition times (or excitation rates) and from here to obtain
the contribution to the current coming from the inelastic
process. A current can be seen as a transition time between
electrodes times the charge of the electron. In this way, these
theories expect that the inelastic contribution to the current
is the rate of vibration excitation times the charge of the
electron. This simplistic picture is wrong and theories taking
into account inelastic effects in electron transport are
complicated (see e.g., [77, 78]). Nevertheless, in the
tunneling regime these theories turn out to be good
approximations. In the tunnelling regime, one can basically
picture the electron transport as single-electron conduction
events, where the static electronic structure is not strongly
modified by transport itself.

Persson and Baratoff [45] have been the first to estimate
the inelastic contribution to the current by using a scattering-
like approach. They show that fundamental aspects of the
transport problem can be taken into account, only if the
propagation of the electron is treated on the same level as
the vibration excitation. Similar approaches are those by
Gata and Antoniewicz [79] and Spataru and Budau [80].
All of these approaches start by writing a Newns–Anderson
type Hamiltonian:

H ¼ eacþcþ
X
kL;R

ekL;Rc
þckL;R þ

X
kL;R

½VakL;Rc
þckL;R þ H:c:�

þ �hV bþbþ 1
2

� �
þ
X
m;n

Vm;nc
þ
mcnðbþ þ bÞ:

ð22Þ

The first term of Hamiltonian (22) refers to the
molecular orbital a, it is just the energy of the
corresponding level when the state is populated (this is
the meaning of the creation and annihilation couple cþc).
The second term refers to the extended electron states in
the left (kL) and right (kR) electrodes. The third term is the
coupling between the molecular and electrode states, given
by the matrix element VakL;R . H.c. stands for hermitian
conjugate. Hence, this term sets the width of the molecular
resonance in contact with the electrode continua. The

18 K. Morgenstern et al.: Controlled manipulation of single atoms and small molecules using STM

� 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.pss-b.com

p
h

ys
ic

a ssp st
at

u
s

so
lid

i b



fourth term is the corresponding vibrational Hamiltonian
for the local vibration of single frequency V. The creation
and annihilation operators of one quantum of vibration are
denoted by bþ and b, respectively. The last term is the
electron–vibration coupling, where m and n are in principle
any electronic states of the full system. This term permits
an electronic transition induced by a vibrational one and
vice versa.

These theories assume that there is an electronic state
of the molecular impurity that will be populated and will
induce the vibration excitation. This description is usually
called resonance scattering because the active electronic
state (a in Hamiltonian (22)) becomes a resonance in
presence of the electrode’s continuum of states. In the gas-
phase formulation [81, 82] a negative ion resonance is
formed. This negative ion has in general a different
conformation from the neutral molecule, hence when the
ion resonance decays into the neutral molecule, the molecule
is left in a vibrationally excited state. This process is very
efficient in producing the coherent multiple excitations of
molecular modes [83]. However, it is quite different from
what the above theories using Eq. (22) try to model. In
Eq. (22), resonance scattering means that there is basically a
single molecular orbital that determines much of the relevant
electronic structure. In the gas phase, the above exciting
mechanism is dealt with the impact-scattering approach,
also called sudden approximation. One can understand the
excitation as caused by the brief appearance of an extra
electron in the system which leads to the mixing of the
different states of the quantum oscillator (the molecular
modes). Indeed, the residence time of an electron in a
chemisorbed molecular resonance is orders of magnitude
smaller than the typical times involved in any vibrational
quantity. This is different from the negative-ion resonance
excitation in the gas-phase where the resonance lifetime is
of the order of the vibrational period.

The impact scattering or sudden mechanism has been
used to explain the vibrational excitation of chemisorbed
molecules in electron energy loss spectra (EELS). See in
particular the reference by Tong et al. [84].

The above approaches estimate the excitation rate by
using either second-order perturbation theory [45] or a re-
summation to all orders in perturbation theory [79, 80]. In
order to be able to sum the infinite series of perturbation
theory, Refs. [79, 80] use an orthogonal basis-set of the
model Hamiltonian (22) (the creation and destruction
operators need to be canonical in order to use Green’s
function perturbation theory). This approximation leads
to the neglect of the mixing of electronic states in the
electrode due to the molecular vibration. Despite the more
approximate treatment of Ref. [45] this coupling is not
neglected. The outcome is that Refs. [79, 80] neglect many-
body effects that explain the decrease of conductance in
certain systems as Persson and Baratoff predicted in the
case of IETS-STM [45]. In the case of metal-insulator-metal
junctions the decrease in conductance had been predicted
two decades earlier by Davis [76].

The weakest point of these approaches is the difficulty to
find parameters for the initial Hamiltonian that are reliable
and realistic enough for predictions and analyses.

3.2.3.3 Approaches based on conductance calculations
More direct, these approaches focus on the measured
quantity: the conductance. There are two main groups of
theories. One is based on a tight-binding description of the
transport processes where the electron current ji;j between
two adjacent sites i and j, is evaluated by using [85–88]:

ji;j ¼
2e
�h
Imðc�

j tj;iciÞ; ð23Þ

where ci is the electronic wave function for the site i and tj;i
is the Hamiltonian matrix element between adjacent sites or
hopping matrix element.

This approach allows for a complete calculation of
transport in the presence of vibrations and interacting with
them. In this way, the effect of temperature (through phonon
population, i.e., the degree of excitation of the vibrations)
and of multiple excitations is taken into account. The
inclusion of multiple electronic channels permits them to go
beyond the above resonance models: the molecule can have
several orbitals contributing to the conductance and to the
coupling with its vibrations [87].

Emberly and Kirczenow [88] have included explicitly
the effect of exchange in the evaluation of inelastic transport
in the above approach. As we saw above, the effect of
exchange is fundamental to understand the decrease in
conductance when a vibration is excited (i.e., a phonon is
emitted). However Mingo and Makoshi [86] claim that
the formalism of Bon�ca and Trugman [85] includes this
exchange effect, if the formalism is used with Green’s
functions instead of wave functions. They claim that the
expressions of Ref. [45] are recovered, if they developed
perturbatively their own expressions.

The other type of theory uses non-equilibrium Green’s
functions. Green’s functions are more tractable in a localized
basis set, such as the one corresponding to a tight-binding
description [75]. Nevertheless an extended basis description
is also possible [89]. The use of tight-binding implies
the simplification of the problem to Hamiltonian (22), hence
having the same problems of pertinence and accuracy as we
mentioned above.

The real space or extended basis description has the
advantage of building upon accurate results from plane-
wave calculations of the electronic structure [89]. Neverthe-
less, electronic structure calculations based on localized
basis sets can become as accurate and predictive as
plane-wave based results [90]. Plane-wave based calcula-
tions have the difficulty of how to transpose the calculated
electronic structure into a form useful for transport
calculations. Transport calculations are better suited for
description in localized basis sets, hence transport based
on ab initio localized basis codes are turning to be the best
tool [91].
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When a tunnelling calculation is undertaken, many
simplifications render the task easier than a complete
transport calculation such as the one of Ref. [91]. Let us
take the formulation by Caroli et al. [75] using the
change induced by the vibration in the spectral function
of the lead. In this description, the current and thus the
conductance are proportional to the density of states
(spectral function) of the leads (here tip and substrate).
This is tantamount to using some perturbational scheme
on the electron transmission amplitude between tip and
substrate. This is what Bardeen’s transfer Hamiltonian
achieves. The main advantage of this approximation is
that one can use the electronic structure calculated by some
standard way, for example plane-wave codes, and use
perturbation theory to account for the inelastic effect. In
Ref. [92], a careful description of the Bardeen approximation
in the context of inelastic tunnelling is given, and how the
equivalent of Tersoff and Hamann theory [20, 34] of the
STM is obtained in the inelastic case.

Tersoff and Hamann theory (Section 2.2.2) says that
the tunnelling conductance, s, is proportional to the local
density of states (LDOS) evaluated at the tip’s center, ~r 0,
and at the Fermi energy, eF:

s /
X
n

cnð~r 0Þj j2dðen � eFÞ: ð24Þ

The LDOS is then a sum over all the one-electron
eigenstates given by the label n, of the square of the wave
function of each eigenstate, cn, times a Dirac’s delta
function that selects those eigenstates at the Fermi energy.
This quantity is then a density of states (the Dirac’s delta
gives the number of states per unit energy at the Fermi
level) times an electron density (the contribution of each
eigenenergy to the density of states is weighed by the spatial
distribution of the corresponding eigenstate).

The corresponding generalization to inelastic tunnelling
takes on a very simple form (see Ref. [92] for a complete
description beginning in Bardeen’s approach). It basically
says that the inelastic contribution to the change in
conductance will be caused by the change in the LDOS
due to the vibration. Now the problem is complicated by
the many-body aspects of the theory. There is a first term
that can be traced back to a transfer of a quantum of
vibration by the impinging electron. This is called the
inelastic contribution to the change in conductance [75, 76,
89, 93, 94]:

Dsinel /
X
n

Dcnð~r 0Þj j2dðen � eFÞ: ð25Þ

This equation says that there is an increase of
conductance due to the modulation of the wave function
by the vibration. The spatial resolution of the wave function
carries the information of the exponential decay in vacuum
of the tunnelling probability. Hence, during the vibration this
tunnelling probability will be modulated in a way given

by the change of the wave function. The change of wave
function is calculated in perturbation theory:

Dcnðr0Þ ¼
X
m

cmðr0Þ
mh jV nj i

en � em þ i0þ
: ð26Þ

We approximate the principal part of Dc by its finite
difference:

PDcð~r 0; ~Q 0Þ � c ~r 0; ~Q 0 þ d~Q

2

!
� c ~r 0;~Q 0 � d~Q

2

 ! 

ð27Þ

where ~Q 0 is the vector of atomic positions and d~Q is
the eigenvector corresponding to the displacement of the
molecule’s atoms for a given mode. The modulus of this
vector is the root mean square displacement of the vibration
(in the case of a vibrating single atom of mass m, we have
dQ ¼ �h=

ffiffiffiffiffiffiffiffiffiffi
2mV

p
where V is the mode’s frequency). The

electron–vibration matrix elements, mh jV nj i, can be
obtained from Eq. (25): mh jV nj i ¼ cm Dcnj� 	

.
Notice that Eq. (26) is not evaluated directly because the

metallic states are a continuum, here taken care of by the
infinitesimal element 0þ. The principal part, Eq. (27),
corresponds to the real part of the denominator in Eq. (26).

The second contribution to the change in conductance at
the same order in the electron–vibration coupling, mh jV nj i,
has been termed the elastic contribution. The name
originates from the fact that the initial and final electron
states are at the same energy, they do not differ in a quantum
of vibration as in the inelastic term, Eq. (25). The origin of
this term is the many-body character of electron transport in
the presence of vibrations. In the absence of vibrations one
can approximate the many-body wave functions in terms
of one-electron wave functions, that are solutions of an
effective one-body Hamiltonian. When the electron–vibra-
tion coupling, mh jV nj i, is included the one-electron wave
functions are no longer eigenstates of the Hamiltonian.
The vibration mixes them up. The complexity appears
because the full wave function needs to be anti-symmetric
under electron exchange, i.e., two electrons cannot be in
the same quantum state. The elastic contribution reflects the
exchange of two electrons mediated by the electron–
vibration interaction. This exchange term gives a negative
contribution to the change in conductance due to the anti-
symmetric character of the wave function.

Exchange is made possible by the excitation of the
vibration. Otherwise the Fermi occupation and the one-
electron states are an excellent approximation in the
transport problem.

The elastic contribution is given by:

Dselas / �p2
X
n

X
m

cnð~r 0Þ mh jV nj idðem� enÞ
�����

�����
2

dðem� eFÞ:

ð28Þ
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The notation is the same as in Eq. (25). There are two
fundamental differences between Eqs. (25) and (28). The
first one is the sign. The elastic contribution, Eq. (28), is
negative. It is the term responsible for the decrease in
conductance as we announced. The second difference is the
range of evaluation of the inner summation over n. In
Eq. (28) this summation is restricted to states at the Fermi
level, while in Eq. (25) it extends over all energies. Hence the
elastic contribution Eq. (28) will become particularly
important when the density of states is very high at the
Fermi level: namely, in the case of a sharp resonance at the
Fermi level.

The total change in the conductance will be determined
by the sum of the two contributions Eqs. (25) and (28):
Ds ¼ Dsinel þ Dselas.

Hence the outcome of the vibration excitation on the
conductance is complicated to predict. This is particularly
true when there is a strong mixing of molecular states
with metallic states. In this case, the interplay between the
elastic contribution (exchange effects) and the purely
inelastic one (increase of tunnelling probability) is difficult
to assess except after complete electronic structure
calculations.

The conditions of applicability of this simple extension
of Tersoff and Hamann theory into the inelastic regime are
usually in good agreement with the experimental conditions.
Namely the conditions are:

(1) Linear regime: small tip-surface bias voltage as
compared to the electronic structure of the surface.
This is usually the case since vibrational quanta are one
order of magnitude smaller than the energy spacing
between electronic resonances.

(2) Highly symmetric tips, ideally with s-wave symmetry
for its electronic structure at the Fermi level.

(3) Low current regime: the time between tunnelling
electrons should be much larger than the vibrational
lifetime. The theory only assumes one excitation at a
time.

(4) For reason 3, the temperatures should be low: the
excitation probability depends on the phonon popula-
tion; hence the theory assumes that the molecule is in its
vibrational ground state.

Advantages are the accuracy of the electronic structure
and of the vibration calculation, yielding quantitative
results, plus the simplicity of the theory that allows an
understanding of the basics behind an IETS-STM
spectrum.

3.2.4 What can we learn from theory? As in
many areas of science, a good theoretical understanding
is needed for the full exploitation of the technique. Not
only from the point of view of enhancing and optimizing
the amounts of information obtained, but also from the
point of view of obtaining some useful information
at all.

As we show in the experimental technique the STM
vibrational spectroscopy has good energy and spatial
resolutions. The change in conductance can be mapped
spatially. The geometrical pattern of the variation of
conductance has relevant information that theory can
exploit. Ideally, any theoretical approach should then be
able to account for the change in conductance at a given
location of the STM tip and at a given surface-tip bias
voltage. In this way, the mode at the origin of the change in
conductance can be identified. In the following paragraphs,
we analyse how to do so. The first issue is when and why
there is a measurable change in conductance. This leads us to
analyze the possible cancellations in the inelastic current.
Secondly, once that a change in conductance is obtained we
address the problem of how the mode’s signature shows in
the experimental data.

3.2.4.1 Elastic–inelastic cancellations IETS is a technique
that combines the exciting with the detecting probes. Theory
shows that the probability of exciting the vibration by the
electron current is not directly connected with the change in
conductance at the bias voltage threshold of the vibration.
Indeed, the excitation probability can be high but the change
in conductance remains negligible.

The situation becomes thus quite complicated, because
the absence of inelastic signals may come from the absence
of excitation or from the absence of change in conductance.

In the case of sharp resonances at the Fermi level (a
situation encountered in the case of magnetic impurities) the
elastic contribution to the change in conductance will likely
be the largest one, leading thus to a decrease of conductance
above the vibration threshold.

When the change of conductance is large (in the range of
10%) the elastic contribution will be negligible in front of
the inelastic one. Only in this case the change of conductance
can be directly linked to the probability of exciting the
vibration: the relative change of conductance can be assigned
to the fraction of electrons leading to an excitation; it is the
inelastic fraction.

3.2.4.2 Mode assignment and symmetry selection rules
Equation (28) contain the matrix element mh jV nj i. When this
matrix element is zero, the conductance at the vibration
threshold will be zero. Hence, the symmetry of the electronic
states m and n, and of the vibration can determine when this
matrix element will be zero.

The electron–vibration coupling V has the symmetry of
the vibration. This is because the Hamiltonian is totally
symmetric under transformations of the point group of the
ensemble molecule plus substrate. In order to preserve
the invariance of the Hamiltonian under transformation of
the nuclear coordinates, the electronic coordinates must
transform in the same way [95]. Hence, if a symmetric mode
is excited, the electron–vibration coupling will be also
symmetric in the electronic-coordinate transformations.
Thus only electronic states of the same symmetry will give
non-zero matrix elements for a symmetric vibration. This
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kind of reasoning can be used over the different vibrations of
the molecule.

Reference [94] shows unequivocally that the change
in tunnelling conductance in the spectra of one deuterated
acetylene molecule chemisorbed on Cu(100) originates
in the anti-symmetric mode of the C–D stretch. The
experimental vibrational spectra were recorded on a
deuterated acetylene molecule (C2D2) because its rotation
rate under the STM tip was lower, and hence it was easier
to obtain meaningful spatial maps of the inelastic signal.
Chemisorbed acetylene can have two almost-degenerate
modes for the C–D stretch: an anti-symmetric mode, in
which the D-atoms move out of phase, one approaching
its corresponding C-atom while the other one elongates
from its C-atom (calculated frequency 275 meV) and a
symmetric mode in which the D-atoms elongate or contract
the C–D bond in phase (calculated frequency 281 meV).
The calculation shows that the maximum change of
conductance was 9.6% for the anti-symmetric mode, but
the maximum change of conductance was only 1.4% for
the symmetric one. Experimentally, the energy resolution
was better than 6 meV (the calculated mode frequency
mismatch) and the maximum of the signal was (8 � 1)%.
The conclusion is that the anti-symmetric C–D stretch
mode is being detected.

Equations (25) and (28) give information on the mode
symmetry without performing a complex electronic structure
calculation. Equation (25) gives us the spatial distribution
of the change in conductance. It basically tells us that the tip
will plot the state cmðr0Þ of Eq. (26). We see that the matrix
element is between the states, cmðrÞ and cnðrÞ. This last
state, cnðrÞ, is just the state at the Fermi energy of the
molecule plus surface electronic system, following Eq. (25).
Hence we can have some indirect information about the
symmetry of all relevant states through: (i) the constant
current image (related to states at the Fermi energy, here
cnðrÞ, Eq. (24)) (ii) the spatial distribution of the change in
conductance (related to the states cmðrÞ, Eqs. (25) and (26)).
This information is indirect because it refers to the modulus
square of the wave function rather than the wave function
itself.

Due to the reduced symmetry of the molecule on the
surface, there are only a few symmetry elements that survive
after chemisorption. Generally, these elements are mirror
planes and molecular axes both perpendicular to the surface.
We are dealing with symmetry in two dimensions.

In the case of deuterated acetylene, the constant current
image presents a depression in the plane perpendicular both
to the surface and to the C–C axis. The origin of this
depression lies largely in the anti-symmetry of the cn rð Þ
states at the Fermi level. As is shown in Ref. [94], the
plane of the depression is indeed a nodal plane of cnðrÞ.
The calculated spatial mapping of the change in conductance
presents no depression and is symmetric with respect to the
different elements of symmetry of the local point group. This
means that contrary tocnðrÞ, the statescmðrÞ are symmetric.
The electron–vibration coupling V has to be anti-symmetric,

so that the product anti-symmetric times anti-symmetric
times symmetric is symmetric. Put in group theory terms, the
product of the representations of the terms in the matrix
element must contain the identity [95].

This same kind of reasoning can be applied to more
complex systems. In the case of the measured change of
conductance in spectroscopy of C60 [96], the mode giving
the largest change in conductance at a bias voltage of
54 meV (432 cm�1) was assigned to the breathing
mode Hg(v2). In order to reach this conclusion we can
use symmetry arguments plus the energy resolution of the
measured spectra. From the constant current STM images
we know that the states at the Fermi level have a strong
molecular character. This character coincides with the
LUMO of the C60 molecule [96]. The inelastic signal
mapping has a worse resolution, but one can conclude that it
probably has LUMO character, since the HOMOwould have
a much more symmetrical aspect than the experimental
images plotted in Ref. [96]. The irreducible representation of
the C60 LUMO is G2 (F1). For the direct product of this
representation, we find G 2 	 G 2 ¼ G 1 þ G 2 þ G 5 ¼ Aþ
F1 þ H (see for example [97]). Hence, by using the above
symmetry selection rule, the vibration can only have one
of the A, F1, or H representations. Due to the small
adsorption interaction, the free-molecule frequencies are
probably not terribly shifted upon adsorption of C60 on a
metal surface. If we take the free-molecule frequencies, we
have only one mode within �5 meV of the 54 meV peak:
the Hg(v2).

3.2.4.3 Decreases in conductance during the excitation
of a vibrational mode: The case of O2 on Ag(110) In the
previous sections, we have described the change in
conductance as due to the effects of the vibration on the
elastic and inelastic channels of transport. Davis [76] and
later on Persson and Baratoff [45] showed that in certain
conditions the change in conductance due to the perturbation
of the elastic channel can outpace the effects in the inelastic
channel. Above we give some estimations of the different
contributions to the conductance due to the excitation of
the vibration by the flowing electrons. Equation (28) gives
the overall change of conductance. We see that it is a
negative contribution leading to a decrease of conductance
over the vibrational threshold. This is in stark contrast to the
inelastic contribution that is always positive as we have
already discussed in Section 3.2.4.1. An extra feature of
Eq. (28) is the delta function of the inner summation: this
function selects electronic states near the Fermi energy in
such a way that the change in conductance in the elastic
channel is maximized, if there is a large density of states at
the Fermi energy. Hence, a decrease in conductance can be
expected, if there is a molecular orbital that is easily coupled
to some molecular vibration, and the maximum of the
density of states with molecular character is close to the
Fermi energy.

Experimentally, Hahn et al. [98] showed that the IETS of
O2 molecules adsorbed on Ag(110) could present decreases
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of conductance instead of increases. Their IETS maps show
decreases for the only two modes that give a signal when
the tip is located roughly at the oxygen atoms. However, the
change in conductance is positive in between the atoms.
In particular, for the antisymmetric stretch mode of the
adsorbed molecule, there is a large positive contribution in a
sharply confined region in between the oxygen atoms, and it
evolves rapidly to a negative contribution above the atoms.
This competition between the inelastic and elastic contri-
butions is perfectly captured by the theory of Lorente and
Persson [89] as calculations by Alducin et al. [71] show.
However, initials calculations by Olsson, Lorente, and
Persson failed even to obtain some qualitative resemblance
with the experimental results of Ref. [98]. The final solution
to the problem, by Alducin et al. [71], came through a careful
analysis of the electronic structure of the adsorbed molecule.
As these authors realized, contrary to density functional
theory (DFT) results, the oxygen molecule was still an open
shell system and hence, in the mean-field approach of
DFT (that forces broken-symmetry solutions) it should
keep a spin. The DFT results with local and semilocal
approximations yield a non-spin polarized solution. The
above authors realized that DFT tends to underestimate the
internal Coulomb repulsion of molecules, hence by using a
DFT þ U approach (LDA þ U) they managed to increase
the Coulomb charging energy (U) of the molecule and
hence avoid extra charge capture from the substrate. Now,
the effects of a U term in the mean-field Hamiltonian are far
from straightforward: the extra U does not really prevent
charge capture by the oxygen molecule but rather it forces
the spin polarization by increasing the occupation of one of
the spins with respect to the other one. As a consequence,
one of the molecular orbitals of the oxygen molecule
empties and becomes resonant with the Fermi energy [71].
This is the exact condition for a sizeable elastic contribution
to the change in conductance.

The consequences of this work are very interesting:
IETS becomes a probe of the electronic states of the
adsorbed molecule. Indeed, the above description of an
occupied spin-polarized orbital and a spin-polarized orbital
resonant with the Fermi energy corresponds to the
definition of an adsorbed mixed-valent molecule. Mixed
valency entails fast charge fluctuations between the
molecule and the substrate. This is due to two competing
mechanisms: on the one hand, the hybridization of the
orbitals with the substrate that permits the capture of
electrons, on the other hand, the intramolecular Coulomb
repulsion (U) that pushes charge away from the molecule.
Hence, the molecule on the surface is fluctuating between
two valency states. These states are elusive and difficult
to prove. Due to their spin-polarization characteristics
they are the limit of strong hybridization of the Kondo
effect, and as such they are interesting states with
extraordinary physics. The results of Ref. [71] show that
the elusive mixed-valency state can be revealed via IETS
measurments, being the decrease of conductance its
hallmark.

4 STM-parameters for manipulation and basic
manipulation modes Although the STM was initially
intended to produce images of surfaces and has widely
proven its unique abilities down to atomic resolution, it was
soon experienced that the STM tip, due to its close proximity
to the surface atoms, influences and sometimes modifies the
surface because of tip-induced migration of surface
adsorbates. Being disadvantageous for faithful imaging it
was, however, readily recognized that the tip–substrate
interactions could be considered in a positive way and could
be used to deliberately induce modifications of the surface. It
was proven that the tip surface forces indeed offer the
possibility to move single atoms and molecules in a very
precise way on the atomic scale (see Fig. 2) [3–8, 99, 100]. It
was also recognized that both the electron current and the
electric field between tip and surface could be used to modify
surfaces. Thus, the longstanding dreams of building up man-
designed functional nanostructures and to create new
material combinations or even new materials in an atom-
by-atom or molecule-by-molecule manner and to character-
ize them in situ by STM and STS are now reality.

The STM provides three different parameters for
modifications of surfaces (Fig. 24) [3–8, 99, 100]:

(i) forces between tip and surface,
(ii) electrical field between tip and substrate,
(iii) electron tunnelling current.

On working with single atoms and molecules, lateral
and vertical manipulation modes are distinguished. In the

Figure 24 Experimental parameters available in STM for
modifications of surfaces.
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lateral manipulation mode, a particle on the surface is moved
along the surface to the desired place without losing contact
to the substrate (Figs. 25 and 26), while upon vertical
manipulation a particle is deliberately picked up to the tip
(Figs. 27 and 28).The bond between tip and particle usually
changes the tip‘s physical and chemical properties with
sometimes favorable consequences for imaging and spec-
troscopy. The picked-up particle can finally be released back
to the surface (Fig. 28).

Reliable atomic scale precision for the build-up of man-
designed structures by manipulation in an atom-by-atom or
molecule-by-molecule manner was achieved mainly by soft
lateral manipulation, where only the tip–substrate forces
are employed. These forces can be tuned by changing the
distance between the tip and the manipulated particle
(Fig. 25). The mechanisms of soft manipulation as well as
the build-up and characterization of artificial structures in an
atom-by-atom or molecule-by-molecule way are discussed
in detail in Sections 5 and 8. As an example, Fig. 26 shows
the gradual build-up of an artificial regular triangular
structure consisting of 52 Ag atoms assembled atom-by-
atom on a Ag(111)-substrate Using the electron current
desorption of atoms and molecules can be induced whereby
different physical mechanisms come into play, and also
orientational and even conformational changes of molecules
as well as molecular restructuring and dissociation and even

molecular association were proven [46]. These topics will be
covered extensively in Section 7.

With both tip-particle forces and electron current
individual atoms and molecules can be addressed in a
very precise way so that working with individual surface
particles is possible. Although field effects can also be
used for surface modifications, this parameter yields mainly

Figure 26 Example of the atom-by-atom build-up of a triangular
corral consisting of 52 Ag-atoms on a Ag(111)-surface at T ¼ 5 K
(after Ref. [101]).

Figure 27 Principle of vertical manipulation (schematic, arrows indicate direction of tip motion). The blue particle is picked up by
the tip and transferred back to another place at the surface. The red particle serves as a marker. Arrows indicate the direction of the
tip (courtesy of L. Grill).

Figure 25 Principle of soft lateral manipulation using the tip of
a STM.
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changes like attraction or repulsion of particles carrying
a charge or a dipole moment; the spatial extension of the
electric field has, however, the consequence that particles
in an extended region under the tip are affected at random. As
example, Fig. 29 shows the attraction of positively charged
Cs atoms towards a negatively charged tip; by applying
positive tip biases the Cs atoms are repelled and the area
below the tip becomes depleted [103]. Another effect is the
conformational change of azobenzene molecules whose
switching from the cis- to the trans-configuration (and vice
versa) is shown in Fig. 30 [104]. An interesting transition
from force to field effects was found as a function of tip
surface distance for the movement of a single leg of a TBBP
molecule and is discussed in Section 5.2.8 [105].

Combinations of effects due to the interplay of two or
all three parameters are also possible and useful. As an

Figure 28 Example of vertical manipulation of CO molecules:
STM images show a Cu(111) terrace interrupted by a lower terrace.
Three adsorbed CO molecules A, B, C imaged as depressions
are indicated to be distinguished from the surface standing wave
features. A serves as a marker. Molecules B and C are picked up
individually from the right part of the upper terrace, transported
over the crevasse to the left part and put down there (after
Ref. [102]).

Figure 29 Example of a field induced surface modification:
collecting or repelling charged Cs particles on a surface under the
STM tip. STM images: (a) after Cs-deposition, (b) after application
of a negative pulse there are more Cs chains in the same area, (c)
after application of a positive pulse the density of Cs chains has
decreased (courtesy of J. Stroscio [103]).
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example in Fig. 31 the removal of single sulfur atoms from
the surface of the layered material MoS2 is shown, which
is thought to arise from an interplay of all three parameters
provided by STM (“tip-assisted desorption” [7]). These
experiments were performed at room temperature in
UHV [106–108]. It should also be noted that with the
related material WSe2 even in air nanosized hill structures
have been produced and erased again [109]. These results
emphasize the importance of materials aspects for the
build-up of stable artificial structures at ambient conditions
and are certainly worthwhile to be pursued further. Single
atoms have also been extracted from semiconductor
surfaces with related techniques: the tip is brought close
to the surface to induce a strong chemical bond and a

voltage pulse of several Volts induces field evaporation of
the substrate atom (“chemically assisted field evapora-
tion” [110] or “transfer on contact”). Using this technique,
Becker et al. [111] were the first to report in 1987 the
creation of an atomic-scale “bit” by removing single
Germanium atoms from Ge (111)-2 � 8. The mechanism
was investigated by Lyo and Avouris [110] upon
experimenting with Si(111)-7 � 7. Using the same
surface Uchida et al. [112] found that center atoms in the
7 � 7 reconstruction are more frequently removed than
atoms near corner holes and concluded that the latter
are stronger bound by 0.1 eV. Similar conclusions for
Ge(111)-2 � 8 were reported by Dujardin and
coworkers [113]. Furthermore, the removal of Si atoms

Figure 30 Switching individual azobenzene molecules with a field applied between tip and surface. (a) trans-tetra-tert-butylazobenzene
(trans-TBA). (b) Corner of a molecular island (70 � 40 A

�2) onAu(111). Themolecular adsorption geometry is indicated by structure models.
(c and d) Switching experiment. (c) Island of trans-TBA with about 400 molecules (370 � 370 A

�2). Subsequent voltage pulses (20 s,
Vm ¼ 2V, tip height ¼ 6 A

�
) are applied at the position indicated by the cross. (d) STM image (370 � 370 A

�2) after nine pulses: 43molecules
have been switched to the cis-form. (e) Zoomed STM image of a molecular island (35 � 35 A

�2). One TBAmolecule has been switched to the
cis-configuration (bright lobe), while the other TBAmolecules are in the trans-configuration. (f) After applying a voltage pulse (Vm ¼ 1.5 V,
t ¼ 5 s, tip height ¼ 5 A

�
), the molecule is switched back to the trans-configuration (35 � 35 A

�2). (g) Schematic model of an adsorbed
cis-TBA molecule (side view). In all images, the STM parameters are I ¼ 0.1 nA, V ¼ 1 V, T ¼ 5 K (after Ref. [104]).
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from a Si (111)-5 � 2-Au surface at RT as a memory
application has been proposed [114].

5 “Soft” lateral manipulation using tip particle
forces

5.1 Pulling, pushing, and sliding of atoms and
small molecules The ability to create artificial structures
with the STM by lateral manipulation is proven in Figs. 2
and 32. Figure 2 shows the first structures built by the first
two groups who have succeeded to use manipulation reliably
on the atomic scale. In the upper part the three letters I B M
constituting the abbreviation of their company are shown as
constructed by D. Eigler and E. Schweitzer with a 4K-STM
using 35 Xenon atoms on a Ni(110) surface [3]. In the lower
part, the two letters F and U formed at 25 K with a total of 20
carbon monoxide molecules on Cu(211) designate the short
form of the Free University of the Berlin group of G. Meyer
and K.H. Rieder [5]. Notice that at this slightly elevated
temperature the CO molecules were still rather mobile, so
that it was impossible to keep them in the desired places
due to thermally induced irregular molecular jumps and the
experimenters had to fight continuously against entropy.
At temperatures lower than 15 K, however, structures can be
built with CO with atomic precision, as proven in Fig. 32,
where the millennium number “2000” and the Brandenburg
Gate of Berlin built on the nanometer scale are shown. These
structures were built on Cu(211) by manipulating laterally
47 and 53 CO molecules, respectively. A sphere model
of the stepped (211)-substrate is shown in Fig. 33. Below
15 K, the molecules become frozen to a sufficient degree, so

Figure 32 Brandenburg gate and millennium number 2000
fabricated in a one by one fashion with CO molecules on Cu
(211) (courtesy of G. Meyer).

Figure 33 Sphere model of the Cu(211) surface consisting of
(111) terraces and (100) steps.

Figure 31 Removing single sulfur anions from the surface of the
layered compound MoS2. The manipulation mechanism is
thought to be due to a combination of force, field, and current
effects. The letters “PEACE ’91 HCRL” (for Hitachi Company
Research Laboratory) are clearly visible. The experiments
have been performed under UHV at room temperature (after
Refs. [106, 107]).
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that precise working is possible with a rather large number
of particles and the artificial structures remain stable for a
long time.

An example of the different stages during the build-up
work of a circular artificial structure (corral) on a close-
packed fcc(111) substrate is given in Fig. 34.

Technically, for performing soft manipulation the tip is
brought closer to the particle to be moved from the imaging
distance (0.8–1.0 nm) to a distance (0.3–0.5 nm), in which
the tip-particle force is strong enough, so that upon moving
the tip parallel to the surface to the desired position the
diffusion barriers can be surmounted. At the end point the
tip is then withdrawn to the imaging distance and a control
image can be taken. The sequence of steps is indicated in
Fig. 25. It is clear that the tip-particle forces necessary for
secure manipulation should scale with the height of the
diffusion barriers for different ad-particle–surface combi-
nations. Since the tip-particle forces cannot be measured
directly with STM, as a good measure the tunnelling
threshold resistance can be taken, which is roughly inverse

to the manipulation force. Table 1 shows the data for
manipulation resistances and diffusion barrier heights
available up to now and proves roughly the inverse
correlation of the two quantities. The lateral and vertical
force necessary to move a Co atom on a Pt(111)-surface were
directly measured by AFM [117].

As discussed above, the first successful manipulation
experiments at low substrate temperatures were performed
with Xe atoms [3, 4] and small molecules like CO and
C2H4 [118–120]. Manipulations of metal atoms like Cu,
Ag, Fe, and Pb followed [22, 115, 121]. In Ref. [6] it was
observed that increasing forces have to be applied in the
respective order Pb, Cu, Ag when using the same tip. With
still increasing forces, it was shown on Cu(211) that it is
also possible to release native substrate atoms from six-fold
coordinated kink sites (Fig. 35a–c) and even from sevenfold
coordinated regular step-edge sites (Fig. 35d–f) [119]. This
important result in principle opens the way for structuring
the surface itself. One promising prospect is that also deeper
lying substrate layers may be included in the build-up of
artificial prototype structures, although this has not been
pursued up to now. It could also be shown that vacancies
at step edges of regularly stepped surfaces like Cu(211) can
be “healed out” by manipulating single atoms into them;
interestingly, a larger force is required for this purpose than
for manipulation along defect free step edges indicating that
a local barrier due to atom relaxations around the vacancy
has to be surmounted [122]. The manipulation of “native”
substrate atoms on Cu(211) to positions close to foreign ad-
species could be used to determine adsorption sites of the
latter due to the known ad-sites of the metal atoms [118].
Manipulation of Ag atoms perpendicular to the step edges on
Ag(110) can also lead to particle exchange at the steps [123].
Figure 34 shows the formation of an artificial metallic
structure: by lateral manipulation 36 Ag atoms have been
positioned in a circle with diameter of 31.2 nm on a Ag(111)
surface [115]. The electrons of the surface state are scattered
at the adatoms resulting in an energy dependent interference
pattern as well visible in Fig. 34. The closed scattering
geometry results in an (imperfect) confinement of the
electrons inside of the quantum corral as has been

Figure 34 Different stages during the build-up of a circular
artificial structure (corral): (a) half circle, (b) full circle. Notice the
standing wave pattern due to the surface state on Ag(111) inside and
outside the circle (after Hla et al. [115]).

Table 1 Anti-correlation between threshold resistivity and surface
diffusion barriers for noble gas on metal, molecular chemisorption
on metal, and metal on metal systems: the larger Eact the lower is Rt.

threshold resistances for
manipulation Rt (kV)

activation barriers for
diffusion Eact (eV) [116]

Xe/Ni(110) 5000 [4] Xe/W(110) 0.052
CO/Cu(211) 600 [6] CO/Ni(100) 0.207
CO/Pt(111) 200 [4]
Cu/Cu(211) 400 [6] Ni/Ni(100) 1.65
Ag/Ag(111) 210 [115]
Pb/Cu(211) 120 [6]
Pt/Pt(111) 20 [4]
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demonstrated first by Crommie et al. [22]. Various experi-
ments with quantum corrals are discussed in detail in
Section 8.1.

The construction of atomically perfect structures with
many atoms or small molecules is to date still bound to low
temperatures, although at room temperature tip induced
migration of the radical C5H5 on Cu(111) with the STM was
demonstrated [124]. Noticeably, manipulation of Sn atoms
by exchange with Ge atoms in a surface alloy formed by
Sn on Ge(111) was convincingly demonstrated by using an
atomic force microscope (AFM) [125].

Systematic manipulation experiments with Cu atoms,
Pb atoms, and CO molecules on Cu(211) revealed that three
different manipulation modes, depending on the applied
tip-particle force (qualitatively measured by the tunnelling
resistance) could be distinguished [6, 115]. In these
experiments, which were performed in the constant current
mode, the tip height was recorded during manipulation.
The three basic manipulation modes are pulling, pushing,
and sliding. An experimental proof that these lateral
manipulation modes are dominated by the force interactions
between the tip and the object to be manipulated is discussed
below.

Schematic tip height curves characteristic for the three
different basic manipulation modes are shown in Fig. 36.
In the pulling mode the tip first goes over the maximum
corrugation of the particle and comes closer to the surface
again so that a lateral attractive force is exerted on the
particle, which causes the particle to jump below the tip;
this causes the tip to retract immediately from the surface;
afterwards the tip scans down on the particle corrugation
again and the procedure repeats (Fig. 36, top). In the sliding
mode a larger force is exerted on the particle by coming

closer with the tip until the tip–particle interaction is
increased so strongly that the tip together with the ad-
particle scans the corrugation of the substrate, while the
particle substrate interaction is still strong enough to keep
the particle on the substrate. Thus a corrugation picture of
the substrate is obtained (Fig. 36, bottom). In the pushing
mode the particle hops away from the tip before the tip
reaches the maximum ad-particle corrugation causing the
tip to come closer to the surface immediately; then the tip
goes up the particle corrugation again and the process repeats
(Fig. 36, middle).

Figure 35 Manipulation of substrate atoms: (a–c) removal of sixfold coordinated kink sites from defect step edges on Cu(211).
(d–f) Removal of sevenfold coordinated sites from regular step edges on Cu(211) (after [118]).

Figure 36 Schematic pulling/pushing/sliding tip height curves. In
the case of sliding and sometimes also in the case of pulling, the
particle is drawn towards the tip already when the tip approaches.
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Corresponding experimental curves are shown in
Fig. 37. The topmost tip-height scan demonstrates that
Pb- (and also Cu- and other metal) atoms are manipulated via
attractive tip–adatom interactions whereby the ad-particle
follows the tip discontinuously by hopping from one
chemisorption site to the next (pulling mode, Fig. 37a,
compare Fig. 36 (top)). Note that in the case shown the ad-
particle first jumps towards the approaching tip proving
again that the tip ad-particle interaction is attractive. Upon
application of larger forces than for pulling as signalled
by the lower tunnelling resistance, Pb atoms can also be
manipulated attractively in a continuous way (sliding mode,
Fig. 37b and Fig. 36 (bottom)); in this mode the tip–particle
interaction is increased so strongly that the tip–ad-particle
system scans the corrugation of the substrate, while the
particle substrate interaction is still strong enough to keep
the particle on the substrate. Finally, single CO molecules as
well as rows of several CO molecules could reliably be
manipulated via repulsive interaction (pushing mode,
Fig. 37c and Fig. 36 (middle)); note that in this case the
intrinsic step edges of the Cu(211) surface, on top of which
the CO-molecules are bound, act as railway trails [6]. Notice
that the experimental pulling curve is inverted against
the schematic curve, because individual CO molecules are
imaged as minima.

A particularly transparent example to prove repulsive
tip ad-particle interaction is shown in Fig. 38. A single CO
molecule is pushed against a row of CO molecules, whereby
all molecules start to move together, when the first molecule
comes in nearest neighbor distance to the row. When the
tip is withdrawn, the entire row remains intact [126]. In
an analogous way, a repulsive interaction and consequent

pushing of C60 molecules was proven as manipulation mode,
although there are hints for an occasional rolling motion of
these spherically symmetric particles [127].

In a remarkable manipulation experiment with CO, G.
Meyer recognized that – using the same tip (!) – a larger
tunnelling resistance (smaller force) was sufficient to push a
CO molecule on a single Cu atom located at the step edge of
a Cu(211) single crystal surface than to push it back to the
step edge again (Fig. 39). This may point to a larger binding

Figure 37 Experimental pulling (a), sliding (b), and pushing (c) tip
height curves. Notice that the experimental pushing curve for CO is
inverted against the schematic curve as the CO molecule appears as
a depression when imaged with a metal tip (after Ref. [6]).

Figure 38 Pushing of a row of CO-molecules along an intrinsic
step edge of a Cu(211)-surface (after Ref. [126]).

Figure 39 A larger force with Rdown ¼ 270 kV is needed to push
a COmolecule from a single Cu atom located at the step back to the
step of a Cu(211) surface (B, C) than with Rup ¼ 400 kV to push
it along the step edge (A) pointing to a larger binding energy in
the isolated adsorption site: (a) STM images, (b) schematics (after
Ref. [128]).
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energy at the single Cu adatom than on a Cu atom located at
a row of Cu atoms forming the step edge (provided the
shapes of the potentials are not too different). This conjecture
was confirmed by calculations of Gajdoš et al. [128], which
gave a larger binding energy of 0.1 eV at the single
Cu atom than on the step. This result shows that even very
subtle differences in binding properties can be recognized
in careful manipulation experiments.

The pulling and sliding manipulation modes can be
performed with great precision and have consequently been
used to build most of the man-designed artificial structures
discussed in Section 7. It should be mentioned that on
close-packed surfaces with several symmetry equivalent
directions pushing becomes unreliable as the particle can
move to the side of the tip and escape from the vicinity of
the tip. However, it has been shown that also the pulling
mode can be induced to precisely move CO-molecules on
hexagonally close-packed surfaces [129].

This transition from pulling to sliding can be reproduced
by simple model calculations assuming an analytical
surface potential mimicking the substrate corrugation and
a Morse potential for the interaction between tip and
particle. The ad-particle positions during manipulation are
calculated by searching for the respective closest energy
minima [130]. The same procedure was also used to
reproduce manipulation experiments, which were done in
different directions on a close-packed Ag(111) surface
(Fig. 40). Whereas in the close-packed [1–10] direction
a clear pulling behavior is observed, at an angle of 208
from this direction the pulling curve indicates that at regular
distances the tip has to come very close to the surface so
that the force between tip and particle is big enough that
the particle can follow the tip by jumping over to the next
close-packed row. In these situations the manipulation
process becomes unstable and insecure. For this reason

Stroscio et al. [131] in their automated version of the
manipulation pulling process have chosen paths along the
close-packed directions, even if the particles have to go long
distances.

An interesting example of tip induced migration of
Ag atoms on an Ag(110) surface is reproduced in Fig. 41.
Depending on the applied voltage the atoms were moved in a
pushing or pulling mode along the close-packed rows or
across the rows, respectively [132, 133]. It is important to
notice that here the tip is moved in the direction roughly
normal to the particle movement; however, by constructing
tip height lines along the maxima of the half-moon structures
of Fig. 41c and d, one gets respective pulling and pushing
curves as in Figs. 36 and 37.

The threshold tunnelling resistance necessary to move an
Ag atom on a Ag(111) surface was precisely determined by
systematically varying the manipulation parameters over a
wide range. An extensive set of several thousand computer-
automated manipulations has been taken for this purpose.
The atom manipulations were performed by using tunnelling
current values ranging from 8 to 950 nA and tunnelling
voltages ranging from �10 to �55 mV. Figure 42a shows a
plot for the probability of a successful atom manipulation
versus tunnelling current at �45 mV bias. At this bias, the
probability of a successful atom manipulation changes from
zero below 147 nA to one above 250 nA and an average
threshold current is determined as 200 nA. The entire
measurement procedure is repeated for a wide range of
bias voltages. Evaluation of these measurements yields the
minimum current necessary to move the atom as a function
of the tunnelling voltage averaged over all surface directions.
Figure 42b depicts the results, which clearly display a

Figure 40 Pulling in different directions of atoms on a close-
packed surface. Various pulling curves are indicated. The curve at
208 is discussed in the text (after Ref. [115]).

Figure 41 Tip-induced migration of Ag atoms on Ag(110) in
pulling (a,c) and pushing mode (b,d) (after Refs. [132, 133];
courtesy of R. Berndt).
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linear dependence between the tunnelling voltage and the
threshold current, independent of the bias polarity. In this
low bias regime, the influence of electric field effects in
the manipulation process is negligible. From the slope of the
curve in Fig. 42b, a tunnelling resistance of (210 � 19) kV
has been measured. This linear relationship unambiguously
reveals that the tunnelling resistance is the ultimate
parameter to move an atom within the bias range used in
this experiment. This tunnelling resistance value corre-
sponds to a tip-atom distance of (0.13 � 0.02) nm before the
formation of an Ohmic point contact, as can determined from
I–z spectra. The lateral center-to-center distance between the
apex atom and the adatom was measured to be typically
0.35–0.42 nm, depending on the exact path of the atom as
discussed in detail in Ref. [115]. Since this is a distance
where the tip and manipulated atom wave functions are
overlapping to form bonds, the chemical nature of tip–atom
interaction is proven to be the main responsible force in the
lateral manipulation process. Theoretical calculations have
been made for the pulling of a Cu atom adsorbed at a Cu step
edge only. The calculated threshold distances are in fair

agreement with the experimental findings for the pulling of
Ag atoms on an Ag(111) surface. Also the calculated
tip distances necessary to deform the diffusion potentials
is with 0.3 in the estimated experimental range [134].
Deviations from linearity were observed at higher voltages
and point to the beginning of influences of current and field
effects [135].

Sometimes extreme conditions have to be applied in
STM-imaging so that systematic (unwanted!) tip induced
migration is a consequence. An example is given in the
following: upon imaging of hydrogen ad-atoms (which are
weak electron scatterers) on Rh(100) such low tunneling
resistances had to be chosen that the tip executed a
sufficiently strong force to drag the H adatoms from their
high coordination fourfold hollow equilibrium chemisorp-
tion sites to bridge sites where they were imaged as
protrusions [136]. The equilibrium fourfold sites were
determined by different other experimental techniques
including low energy electron diffraction (LEED) as well
as by density functional calculations. The DFT calculations
also could elucidate the dragging effect of the tip at the
necessary extreme imaging conditions.

5.2 Manipulation of large molecules
5.2.1 Lateral manipulation in constant height

mode The technique of single particle manipulations by
means of the STM can also be applied to the controlled
displacement of large molecules at low and even at room
temperature. To understand and control the manipulation
process in detail, it is useful to experimentally measure
the intramolecular movement during the manipulation by
recording the feedback signal in real time. To assure a low
noise level and high stability such experiments have to
be performed at low temperature. Due to the low surface
mobility of large (and heavy) molecules, attractive tip-
particle forces can only rarely be used, but repulsive forces
constitute a secure way of manipulation in the pushing mode.
Experimental experience showed that it is of advantage to
perform the manipulation in the constant height mode [137]
rather than in the constant current mode and to measure
the changes in tunnelling current during manipulation as
shown schematically in Fig. 43. The basic characteristics
of the manipulation signal for the pushing mode are the
same in both constant current and constant height modes,
although fine structure within every hopping step [138] may
reveal details of molecular conformation changes during
movement (see Section 5.2.2). The low surface mobility of
large molecules has also an advantage: molecules can be
manipulated at room temperature (although intramolecular
movement details tend to disappear due to noise) and indeed
the first experiments were performed at RT with Cu-TBPP
(tetra-di-t-butylphenyl-porphyrin) molecules [139].

5.2.2 Intramolecular mechanics during mani-
pulation For larger organic molecules intramolecular
manipulation is feasible. In LT-STM, Cu-TBPP on Cu
(100) shows four bright lobes, while the porphyrin ring

Figure 42 Motion of Ag on Ag(111): (a) Probability of successful
atom manipulation. (b) Demonstration of linear behavior for the
threshold current I versus tunneling voltage V for secure lateral
manipulation. The I–V linearity proves the dominant influence of
the tip-particle forces for the manipulation process (after Hla
et al. [115]).
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is hardly visible (Fig. 44a and b) [138]. Elastic scattering
quantum chemistry (ESQC) calculations [37] of the STM
image show that each lobe corresponds to a leg oriented
nearly perpendicular to the surface, at an angle of about 808.

TBPP molecules were manipulated at cryogenic temper-
atures by pushing at one of the legs. The recorded
manipulation signal is presented in Fig. 44c. The sequence
reflects first of all the Cu(100) lattice periodicity, but details
in each period do not resemble the regular saw tooth signals
recorded during STM manipulations of atoms and diatomic
molecules (compare Fig. 43). Zoomed parts of the signal
show a characteristic intra-period signature, peculiar of
this specific type of manipulation. To extract from the
manipulation signal the details about the intramolecular
mechanics occurring during a manipulation sequence,
ESQC-calculations and dynamical computer simulations
revealed that the main contributor to the signal is the leg,
which directly interacts with the tip apex, and that a minor
contribution comes from the leg in front of the tip.
These movements are very small, the oscillations of the
legs amount only to a few half degrees. Such a very fine
analysis demonstrates however that detailed “on line”
information on the internal mechanics of molecule motion
can be extracted from I(x)-curves measured over many
manipulation steps.

5.2.3 Contacting molecules Synthetic chemists
nowadays can design and build molecules with specific
functions, which can be exploited on a single molecule basis
with STM and STS. One such molecule is the Lander
molecule (C90H98), which consists of an elongated long
poly-aromatic inner board (presumably conductive, thus
constituting a model electric wire) and again four di-tert-
butyl-phenyl-legs, which act as spacers for the inner board
(Fig. 45, left). As these molecules can be manipulated in
the pushing mode parallel and perpendicular to defect
step edges of otherwise flat (111) surfaces, interesting
model experiments concerning electrical contacts can be
performed [140]: whereas in the orientation parallel to the
step edges, where the molecules touch with the legs the wall
of the step, no change in the standing wave pattern of the Cu
(111) substrate on the upper part of the step is found, in the
orientation perpendicular to the step edge, where the inner
board touches the step, an interference pattern analogous to
that of an optical pattern upon diffraction by a slit is observed
(Fig. 45). Calculations to fit the observed pattern with the
scattering theory of Heller (which is discussed in Section
8.1.1) show that the lateral dimensions of the “slit” agree
very well with the dimensions of the end groups of the
aromatic inner part of the molecules (Fig. 46).

5.2.4 Making artificial structures at island
edges A novel way to create artificial structures with
molecules was found with HB-HPB (Hexa-tert-butyl-
hexaphenylbenzene C66H78) molecules, which consist of
an inner benzene ring, to which six phenyl groups are
attached, each of these being connected to the outermost

Figure 43 (a) Scheme of pushing a large molecule in the constant
height mode. Note that in contrast to the pushing mode shown in
Fig. 36 the current variation is measured during the manipulation
procedure. The general appearance of the signals in both cases
has similar characteristics. (Courtesy of L. Grill.) (b) Current and
height signals during manipulation.

Figure 44 (a) STM image of a TBPP molecule deposited on Cu
(100) (tunnelling current 400 pA and bias voltage of 300 mV).
(b) Chemical structure of TBPP. (c) Experimental current versus
distance curve recorded during the manipulation of a TBPP
molecule of a leg. Inset shows the molecule before and after
manipulating a leg upward. The arrow on the upper image indicates
the exact path followed by the tip. (Reprinted from Ref. [138], with
permission from APS.)
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tert-butyl-groups (see Fig. 47, left). These molecules tend to
form large islands upon adsorption at elevated temperatures.
From the edges of these islands individual molecules can
be removed and attached to island edges somewhere else
(Fig. 47, middle). As the molecules lock in precisely into the

molecular lattice, structures can be artificially formed with
atomic precision as shown in Fig. 47, right [141].

5.2.5 “A molecular dumper truck” Individual HB-
HPB-molecules can collect single Cu-atoms below their
central part as shown in Fig. 48. The inner part of the
molecule, which is lowest in the STM-pictures, increases
in height linearly with the number of atoms below the
molecule. A maximum number of six atoms can be
accommodated below the molecule [142]. This allows
for a convenient way to assemble atoms and to form
nanostructures with clusters of different sizes and might be
especially valuable for work on thin films of alkali halides
and other insulators, on which atoms are highly mobile and
therefore not easy to manipulate in a precise manner.

5.2.6 A molecular rack and pinion system –

Rotational motion of molecules in the surface
plane HB-HPB-molecules can also be manipulated along
the edges of islands, which they form. The question arose
whether this movement would be connected with a rotation
of the molecules. This is indeed the case as proven with
molecules, which contain a pyrimidine group as marker
(Fig. 49b). This shows up as a bright spot close to the leg that
contains the marker (Fig. 49, bottom). Manipulating the
molecule in lateral steps causes the marker to change its
direction by 608 in accordance with a rotation of the
molecule during a lateral translation step. As the molecule
locks into the island edge after every step, this bears an
analogy to a “rack and pinion device”, Fig. 49a, however on
nanometer scale [143].

5.2.7 Rolling motion of molecules out of the
surface plane Recently a wheel dimer molecule was

Figure 46 Experimental (a) and calculated (b) scattering patterns
of Lander molecule contacting the upper step edge. (c) Respective
intensity curves along the lines ** and * of (a) and (b). (d) shows
the geometry of the molecule according to ESQC calculations
(after Ref. [140]).

Figure 45 Left: schematic model of Lander molecule. Right: upper series: LT-STM images of Lander on terrace, with the legs parallel to
a step edge, and with the legs perpendicular to the step edge, respectively. Lower series: an almost circular standing wave pattern due
to the electron surface state on Cu(111) arises from a single Lander molecule. When the legs are oriented parallel to a defect step
edge, the wave pattern on the upper part of the terrace is not influenced. When the molecule is oriented perpendicular to the step
edge, on the upper part of the terrace a pattern appears due to the electronic contact of the poly-aromatic inner board with the substrate,
which is similar to the optical diffraction by a narrow slit [140].
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synthesized (C44H24) where two trypticen wheels are
connected via a di-alkyne axle consisting of four linearly
arranged carbon atoms (Fig. 50a). Manipulation experiments
on Cu(110) with molecules oriented with the axle along the
dense packed Cu rows (Fig. 50b) revealed beside the usual
pulling and pushing behavior (Fig. 51), which were found at
small tip heights, a new mode was found for larger tip
heights, which was interpreted as rolling [144, 145]. The
rolling motion and its experimental evidence are explained
with the help of Figs. 50–52.

Figure 49 (a) A classical rack and pinion device. (b) Model of an HB-HPB molecule containing a pyrimidine marker in the direction
of one leg (arrows point to it), which is visible in the STM pictures as bright spot (bottom images). Notice that upon manipulating the
molecule one step to the right, it locks into the island edge with atomic precision and rotates by 608 at the same time [143].

Figure 47 Left: structural model of the six leg HB-HPBmolecule. The two STMpictures in the middle demonstrate that a molecule can be
manipulated from one side of an extended island to another where it locks in into the molecular lattice. The picture to the right shows an
extended artificial structure produced in this way (letters F and U for Free University; after Ref. [141]).

Figure 48 (a) The series of four STM pictures demonstrates the
pick-up of several Cu-atoms (maximum number six) underneath the
HB-HPB molecule. (b) If the molecule is picked up by the tip via
vertical manipulation, the Cu-atom-cluster remains on the surface
(after Ref. [142]).

Figure 50 (a) Chemical structure of the wheel-dimer molecule
(C44H24). (b) Scheme of a manipulation with the STM tip to
induce a rolling motion (arrows indicate the tip movement and
the rotation of the wheels, respectively). From Ref. [144].
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5.2.8 Manipulating parts of a molecule: A
mechanically operated electric molecular switch
Manipulation using tip-particle forces can also be performed
in such a fine manner that only parts of a molecule are
affected: TBPPmolecules consist of a central porphyrin ring,
to which four tert-butyl-phenyl-legs are attached, which in

the gas phase are perpendicular to the center ring. On Cu
(211), however, the legs lie flat (Fig. 53a and c). Using lateral
manipulation a single leg can be transformed into an almost
perpendicular conformation (Fig. 53b and d). The leg can
be pushed back into the flat position with the tip again
(Fig. 53e). As the perpendicular and parallel conformations

Figure 51 Left part: tunneling current signals during lateral manipulation: hopping (a): top for push and bottom for pull, and rolling
motion (b). While the periodicity of the signals in (a) corresponds to the atomic distances of the substrate, the rolling motion (b) exhibits a
completely new, hat-shaped signal. Right part: For comparison with the experimental data schematic pictures of the pushing, pulling
and rolling behavior are shown. Concerning the rolling mechanism the first step is the tip approach towards the molecule, the second step is
a 1208 rotation of a wheel around its molecular axle and in the last step the tip reaches the other side of the molecule. It shows that in
principle only one rotation of a wheel can be induced (the direction of movement is marked by arrows). From Refs. [144] (left) and [145]
(right).

Figure 52 STM images (9 � 9 nm2) before (a) and after (b) a rolling manipulation. The arrow marks the pathway of the tip apex during
the manipulation and dashed lines indicate the initial position of the wheel-dimer molecule. (c and d) Tunnelling current signals during
rolling manipulation: (c) rolling of only one wheel, (d) the rolling of one wheel is followed by the rolling of the second at different
times. From Ref. [144].
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exhibit orders of magnitude different conductivities these
experiments open a road to a molecular switch, in which a
mechanical action causes switching from non-conducting
to conducting behavior and vice versa [146].

5.2.9 Molecular shooting In manipulation experi-
ments with atoms and most molecules the particle stays at
the site on the surface, above which the tip is withdrawn
from the manipulation distance to the (larger) imaging
distance. In building artificial structures with single atoms
and molecules this is a necessary prerequisite. It was
therefore a surprise when Hla et al. [147] upon experiment-
ing with sexi-phenyl (C36H36) molecules found that the
molecules went beyond the point of tip withdrawal and
moved on until they hit a step edge or some other
obstacle at the surface. Hla used this property to build
an artificial “nanogun” consisting of two parallel rows of
Ag-atoms on a Ag(111) substrate. The different steps in
the build-up of this artificial structure are shown in
Fig. 54 [147].

Two sexi-phenyl molecules were then manipulated
towards one end of the gun and two Ag-atoms towards the
other end (Fig. 55a). One of the sexi-phenyl molecules was
then fetched with the tip and manipulated to about one third
of the length of the gun where the tip was withdrawn. The
molecule continued to move in the straight standing wave
potential until it hit the Cu-target atom at the other end.
The Cu atom was enrolled by the molecule to form a
metal atom–molecule complex (Fig. 55b). Remarkably, this
complex showed the typical signature of pulling in the
manipulation tip-height curves, whereas the molecule
alone exhibited a more complex behavior, which allowed
the conclusion that the shooting motion of the molecule
could constitute the experimental verification of a molecular
engine proposed theoretically by Porto et al. [148]: this

Figure 53 (a) STM image of a Cu-TBPP molecule on Cu(211)
lying on the surface and oriented parallel to the intrinsic step edges.
(b) STM image of a Cu-TBPP molecule on Cu(211) showing one
leg rotated out of the porphyrin plane. (c and d): Sketch of the
approximate molecular conformation for (a) and (b). (e) Current
through a single leg versus the tip–surface distance during a vertical
manipulation process leading to a leg’s rotation. STM images of the
molecule before and after the manipulation are shown in the inset.
The black dot in the left image shows the exact position of the tip
during the vertical manipulation (reprinted from Ref. [146], with
permission from APS).

Figure 54 (a) For preparation of a suitable sharp and stable tip, the tip is gently dipped into the substrate leaving a hole (indicated by the
ellipse) surrounded by many atoms and clusters. (b) One of the clusters is taken apart in an atom by atom manner and the two parallel rows
of atoms are built up atom by atom near the surface defect indicated by the circle [147].

Phys. Status Solidi B (2013) 37

www.pss-b.com � 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

Review

Article



engine consists basically of two parts, a supporting carrier
and a moving object. Directional motion of the engine is
based on the dynamical competition between the two
intrinsic lengths of carrier and object. This competition is
used to transform potential energy initially fed into the

movable object (in the experimental case by the tip) into the
directed motion. Porto et al. demonstrated this process on
a linear chain consisting of three particles whereby the
distance between the first and the second is initially changed
by an external force, whereas in the sexi-phenyl case
probably a twist between neighboring phenyl groups causes
the prolonged motion.

5.2.10 Transition from force to field effects
upon manipulating the legs of a molecule Pairs of
legs of the Lander molecule (C94H98) can be “switched”
from one stable configuration to another by vertically
approaching the STM tip, thus bringing the molecule from
the so-called parallel to the crossed legs conformation
(as shown in Fig. 56a and b) [105]. This procedure turns
out to be highly reproducible as it can be repeated on the
same molecule many (>100) times, due to the particular
adsorption configuration of the molecule, lifting up the
central board [149]. Consequently, the manipulation is highly
reliable with a rate of success of more than 99%. All four
possible molecular conformations are achieved (Fig. 56a–e,
bottom).

This extraordinary precision in molecular manipulation
allows studying the underlying forces in detail with one and
the same molecule. This is an important prerequisite for
such studies, because the potential barriers, and therefore
manipulation parameters, usually differ for each single
molecule due to the local atomic environment. Analyses of
many equivalent manipulation processes revealed that the tip
height, at which the manipulation process occurs during the
approach, is crucial for the conformational change. On the
other hand, the applied bias voltage plays an important role,
as typically a certain voltage threshold has to be overcome.
Figure 57a shows that the threshold voltage changes with

Figure 55 (a) Initial configuration of the “nanogun” with the sexi-
phenyl bullets and the Ag-atom targets at the opposite ends of the
gun. (b) The Ag-atom-sexi-phenyl complex has been manipulated
to the middle of the gun for comparison with the sexi-phenyl
molecule. From the different manipulation behavior of molecule
and atom-molecule-complex important conclusions could be drawn
on the origin of the molecular “shooting” process [147].

Figure 56 Series of STM images (upper panel), bringing one and the same reactive Lander molecule in all four possible conformations
(two with parallel and two with crossed legs) by vertically approaching the tip. The lower panel shows schemes of the corresponding
conformations (PL ¼ parallel legs; CL ¼ crossed legs). The lateral tip position of the subsequent manipulation is marked in the STM
images by a white dot and the achieved conformational changes are indicated in the schemes by arrows. From Ref. [105].
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the tip height: when approaching the tip (i.e., increasing Dz),
the necessary threshold voltage decreases approximately
linearly, which proves that the process is driven by the
electric field in the junction. If the tip is sufficiently close
(Dz > 0.37 nm), no bias voltage is required and the legs
rotate due to the attractive chemical forces, while at very
small tip heights the regime of repulsive forces is
reached [105]. Hence, it is possible to explore different
regimes of interactions during molecular manipulation with
the STM tip, as shown schematically in Fig. 57b.

5.2.11 Further reading for lateral manipulation
In an early work, lateral manipulation was used for
separation of a racemic mixture of two-dimensional
molecular clusters [150], which themselves were consisting
of prochiral molecules [151].

Some earlier review of lateral manipulation exist [152–
154]. A more recent review on intramolecular STM
manipulation by directional forces is given in [155]. While
lateral displacement of single molecules is a well-established
technique, only recently the manipulation of supramolecular
rings could be shown where small molecular networks,
each consisting of exactly six azobenzene derivatives due
to the specific intermolecular linkers, are laterally displaced
as a whole on the surface without any damage to the
assembly [156]. Within crossed azobenzene dimers the
individual molecules can be moved between specific
orientations realising a molecular-level machine [157].

With the STM tip it is not only possible to manipulate
single atoms or molecules, but also NaCl islands, which can
also be bent and broken, thus yielding much information
on the elastic properties of such nanometer-“cantilevers” so
that they can be predicted now with relatively simple
models [158]. Furthermore, it could be shown that the
STM tip can not only be used to assemble structures, but
also to disrupt supramolecular assemblies of “nano-trains”
to obtain information on the kind of intermolecular linking
via metal-ligand bonds [159].

6 Vertical manipulation
6.1 Vertical manipulation with particle transfer

to the tip Vertical manipulation is the deliberate pick-up
of a particle initially sitting on a surface to the apex of the
tip. Imaging can be performed with the so modified (or
functionalized) tip and the particle can finally again be put
down on the surface. Vertical transfer was first reported
by Eigler’s group [160], who demonstrated an “atomic
switch” by transferring repeatedly a Xe atom from a Ni(110)
surface to the tip and vice versa. Figure 58 shows switching
behavior in a current versus time curve with the tip residing
above the adsite of the Xe atom and STM pictures with the
Xe atom initially at the surface, the same site then imaged
with the Xe at the tip and finally the Xe atom transferred
back to the surface again.

Another way to prove successful transfer of an adsorbate
to the tip was shown for Xe [120]: a Xe atom was picked up
to the tip apex and the Xe functionalized tip was used for
imaging the same area as before with the bare tip (Fig. 59).
The improved resolution proved that the single Xe atom
“sharpens” the tip. Theoretical attempts to describe the
vertical manipulation mechanism of Xe atoms can be found
in Refs. [161–163] as well as other atoms [164, 165]. They
claim that mainly force effects are responsible for the vertical
transfer, but that also current and polarity effects can have an
influence.

The vertical transfer of single CO molecules from Cu-
surfaces to the tip was investigated in detail by Bartels
et al. [102]. This manipulation procedure is interesting, as
it is well-known that CO stands upright on metal surfaces

Figure 57 (a) Threshold voltage as a function of the vertical tip
approach Dz of the manipulation process (for the conformational
change from parallel to crossed legs for one and the same
molecule). (b) Scheme of the three observed regimes of interatomic
forces (at different tip heights) (after Ref. [105], courtesy of
L. Grill).

Figure 58 Switching behavior of Xe on Ni(110) surface. (a) Time
dependence of the current through the Xe switch operation. A: low
conductance state with Xe at surface. B: Current spike due to
application of a short positive pulse to the tip causing transfer of the
atom to the tip (high conductance state C). D: Current spike due to
short negative pulse causing Xe to go back to the surface so that
state A is regained. (b) 2.5 � 2.5 nm2 STM images showing the Xe
atom residing at a kink site of the surface (state A, top), the same site
with Xe at the tip (state C, center), and the Xe atom back on surface
again (bottom) (after Eigler et al. [160]).
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with the carbon atom binding to the substrate [166]. Upon
transfer to the tip, the molecule has consequently to
turn around (Fig. 60a). A reliable experimental procedure
for transferring single CO-molecules to the tip apex and
back to a Cu-surface was found to require ramping of
the tunnelling voltage and simultaneous decrease of the
tip–CO distance [102]. While the vertical transfer of a Xe
atom at higher voltages is attributed to a polarizing effect
of the electric field, the investigation of the transfer of
CO yielded the following picture: by voltage ramping it
was found that a minimum tunnelling bias of 2.4 eV
is required to populate the CO 2p* level. As the CO
hopping rate depends linearly on the tunnelling current, a
one electron process is responsible for the excitation.
Although only 0.5% of the tunnelling current pass through
the 2p* orbital and the lifetime of the electrons in this anti-
bonding level is only of the order of femtoseconds, the
continuous supply of tunnelling electrons eventually causes
the release of the CO from the surface. The approach
of the tip in the pickup procedure just increases the
probability that the molecule is “caught” at or near the tip
apex upon desorption [167].

An advantageous by-product of the ability to deliber-
ately transfer CO to the tip is demonstrated in Fig. 60b. As
one can see, all species imaged with a clean metal tip appear
as depressions. When a CO-molecule (denoted in this case
by the white arrow) is transferred to the tip apex, all CO
molecules change their appearance to protrusions (Fig. 60b,
left), whereas the oxygen atom in the upper left part of
Figs. 60b, right retains its appearance [102]. In this way,
chemical contrast upon imaging with the STM is achieved, a
phenomenon, which is considered extremely useful for the
analytical abilities of the STM. The dependence of STM

Figure 59 Vertical manipulation of Xe on Cu(211). (a) A single
Xe atom is visible as a bright protrusion. (b) The Xe atom has been
picked up with the tip and the STM picture is taken with the Xe
atom on the tip apex. Notice that the surface is now imaged with an
improved resolution. (c) The Xe atom has been released back to
another point at the surface and the imaging is back to the initial
resolution (after Ref. [120]).

Figure 60 Vertical manipulation of CO on Cu(111). (a) Upon pick
up of a CO molecule to the tip the molecule has to turn around to
maintain bonding to the metal with the C-end. (b) The COmolecule
indicated by the white arrow is transferred to the tip. Imaging the
same surface area with the CO functionalised tip changes the CO
depressions into protrusions whereas the O-atom also imaged as a
hole retains its appearance (after Bartels et al. [102]).
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images on parameters like the chemical constitution of the
tip or the density of adsorbed species on the surface is,
however, still a puzzling problem, as can be realized from
Fig. 61 [168]. Figure 61a shows a regular adlayer of CO on
Cu(211) with (3 � 1) periodicity. With the knowledge that
the coverage is 2/3 of a monolayer, a structural model like
the one illustrated in Fig. 61b, where CO molecules occupy
on-top and bridge sites thus maximizing their mutual
distance, appears plausible. Figure 61c–e show, however,
that laterally manipulating together two CO molecules into
adjacent on-top sites changes the image from two minima
into one maximum located between the two on-top sites.
Thus, upon formation of a CO-“dimer,” a dramatic change
in the appearance of the two CO molecules has occurred
(Fig. 61d). By separating the two CO molecules their
appearance changes to the initial shape (Fig. 61e). Using the
lateral manipulation technique also an extended domain of
the (3 � 1) structure was formed (Fig. 61f), which lead to
the conclusion that the model depicted in Fig. 61g is the
proper one and has to replace that of Fig. 61b. Progress in the
theoretical description of these phenomena in STM imaging
can be found in Refs. [43, 169].

Figures 59 and 60 have already shown that function-
alising the tip by vertical manipulation can improve or even
change the contrast in STM images. In their work on NaCl
films on metal substrates Repp et al. [170] were able to image
the HOMO and LUMO of the pentacene molecule (see the
molecular model in the lowest part of Fig. 62, right) lying on
such a film. The left part of Fig. 62 shows STS data, from
which the energetic location of the frontier orbitals are
deduced. With dI/dV mapping at these energies, respective-
ly, the HOMO and the LUMO can be imaged, whereas at
energies within the gap only the coarse elongated form of
the pentacene is visible (Fig. 62, right part, top: metal tip).
The HOMO and LUMO pictures become even more
pronounced and clear, when a pentacene molecule is picked

Figure 61 (a) STM image of a regular adlayer of CO on Cu(211)
with (3 � 1) periodicity. The coverage is 2/3 of a monolayer.
(b) Naive model of the (3 � 1) structure. The COmolecules occupy
on-top and bridge sites. (c–e) STM images and corresponding
sphere models of the manipulation of two CO molecules to shortest
lateral distance and apart again. Notice that a dramatic change in
the appearance of the two CO molecules occurs when their mutual
distance changes. (f) Local CO (3 � 1) domain formed by lateral
manipulation. (g) Correct model of the CO (3 � 1) structure
(reprinted from Ref. [168], with permission from NH-Elsevier).

Figure 62 Effect of vertical uptake of a pentacene molecule on the imaging of the HOMO and LUMO of pentacene molecule
physisorbed on a 2 ML NaCl film on Cu(100). Notice that the details of the orbitals are much more pronounced than with a pure metal
tip (after Repp et al. [170]).
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up to the tip and the STS-imaging is done with the so
functionalized tip (Fig. 62, right part, middle: pentacene tip).
The STM data compare extremely well with the shapes of the
orbitals obtained by DFT calculation (Fig. 62, right part,
bottom).

6.2 Vertical manipulation forming a wire The
conductance of a single molecular wire between STM tip
and surface was determined by a very new manipulation
procedure, pulling up the molecular wire off the surface. In
this way, the conductance was derived for the first time as a
continuous function of the wire length, thus allowing to
determine the important decay length that is fundamental for
charge transport in molecules [171]. Similar experiments,
but with very short molecules, were done by the Tautz
group [172, 173] while Gaub and co-workers [174, 175]
picked up long biologically relevant chains in a more
random process. Moreover, single molecular wires could
be pulled up by STM manipulation from a metal surface
onto NaCl islands on the same surface, thus realizing very
interesting configurations where one end of the molecule lies
on the metal while the other is adsorbed on the insulating
sodium chloride film [176]. Very recent work concerns the
determination of the conductance of graphene nanoribbons
and the first correlation of the charge transport properties of
a single molecular wire with its electronic structure [177].
It could be proven that the conductance strongly improves as
soon as the electron energy matches the energetic position of
the molecular orbitals, even leading to ballistic transport.

7 Manipulation employing the electron current
The STM has the capability to induce reactions of single
adsorbed molecules via vibrational excitation of the
molecules above the potential energy barrier by inelastically
tunnelling electrons. Inelastic effects were successfully used

to induce bond-breaking processes at the single molecule
level such as diffusion, rotation, desorption, dissociation,
complete reactions, and reversible processes. The underlying
physics is distinctly different from the mechanical manipu-
lation employing tip–adsorbate forces discussed in the
previous sections.

When a current flows through a system, where vibrations
are possible, inelastic effects take place. In STM, when an
electron tunnels through an adsorbate, inelastic electron
scattering may induce elementary electronic, vibrational, or
vibronic (¼vibrational and electronic) excitations of the
adsorbate (see Fig. 63a). The inelastic electrons, which
represent a small fraction of the tunnelling current, transfer
energy from the electrons to the adsorbate. The energy stored
in the vibrational excitation of the molecule is transferred
to the reaction coordinate modes corresponding to the
relevant nuclear motions and chemical reactions; eventually
triggering chemical transformation on the nanoscale.

Based on the electron energy, the molecular reactions
induced by STM electrons can be separated into the field
emission and the IET regime. High electron energies
(above the work function of the metal) are used in the field
emission regime (Fowler–Nordheim tunnelling), where the
tip acts as an electron emission gun. These manipulations
are not molecule specific and will not be further discussed
(see Section 7.4 for some references). Reactions involving
the IET process use low STM bias voltages to achieve
more control and a much higher spatial resolution.

IET might be based on two different excitations
depending on the applied bias voltage. At high voltages
an electron may transiently occupy an electronic orbital of
the adsorbate; at low voltages vibrational modes may be
excited. Most often electronic excitations were found to
be operative on semiconductors, while on metals vibrational
excitations were found to be operative.

Figure 63 (a) Schematics of elementary excitations: (i) vibrational, (ii) electronic, and (iii) vibronic excitation. (b) Schematics of DIET
process: electronic transition onto repulsive state is followed by evolution along the reaction coordinate that lasts long enough so that the
back transition leads to a vibrational state above the reaction energy barrier. (c) Schematics of DIMET process: transition back leads to a
vibrational excited state below the energy for reaction; a second electronic transition occurs during the lifetime of the vibrationally excited
state; this cycle is repeated till a vibrational state above the reaction energy barrier is reached. All transitions are assumed to be Franck–
Condon like, i.e., there is no evolution along the reaction coordinate r during the transition as indicated by the arrows that are in parallel to
the energy axis.
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At voltages below electronic resonances, vibrations
can be excited directly, as soon as the energy of the
tunnelling electrons exceeds the vibrational energy. The
internal energy distribution of the adsorbate can be
perturbed far away from the initial equilibrium by successive
electron scattering. Such a vibrational heating by tunnelling
electrons enhances substantially the probability for the
adsorbate to pass the reaction barrier. The successive
increase in vibrational energy deposited in adsorbates is
similar to excitation in DIMET (dynamics induced by
multiple electronic excitations, see Fig. 63c) induced by
femtosecond laser excitation.

The ultimate spatial resolution of the STM down to
100 pm enables local excitations to be performed even at
specific sites within a molecule. The exciting electrons are
localized in space essentially with the same spatial resolution
that defines the STMs atomic resolution imaging properties.
Sub-molecular chemistry is achieved by confining the initial
excitation to a specific chemical bond either by injecting
the electrons above that bond or by tuning the energy of
the tunnelling electrons to the bond’s energy. The spatial
resolution of the molecular excitation is limited by the
localization of the electronic states inside the molecule.
However, the surface-enhanced coupling between vibra-
tional modes of the adsorbate facilitates the quick
redistribution of the vibrational energy and limits localiza-
tion to a specific reaction coordinate.

The unmatched advantage of IET manipulation is
access to intrinsic properties of individual molecules and
environmental effects that cannot be probed in an ensemble
of molecules. For example, the molecular reaction yield
is very sensitive to the adsorption site and the number
and type of surrounding molecules. The STM enables to
determine precisely the position of the molecules with
respect to other molecules or defects before manipulation.
Correlating the reaction yield to this information leads to an

understanding of properties and chemistry of molecules
at the ultimate spatial limit. Consequently, IET induced
manipulation has opened a new world of chemical control.

7.1 Experimental aspects In STM, electrons with
high enough energies can tunnel inelastically through an
adsorbed molecule (Fig. 64a) either by excitation of a
vibrational level at lower energy or through an electronic
level at higher energy (symbolized by �hv and ELUMO in
Fig. 64a). The inelastically tunnelling electrons deposit
energy into the molecule.

The STM tip can be considered as an electron source
with high local electron current density. A typical tunnelling
current of I ¼ 1 nA leads to current densities up to
1010 A m�2. Such current densities are difficult to realize
with conventional electron sources. Despite the large
current densities, current induced substrate heating is
expected to be small because of the small injection area
down to a single molecule. The electron density up to
1012 e� s�1 through an area of less than one nm2 can be
used to promote multiple vibrational excitations. Using a
STM tip as a source of electrons furthermore facilitates to
localize the region of impact within a molecule. In contrast
to conventional electron sources the electrons can also be
injected below the vacuum level and close to the Fermi
level.

Experimentally (see Fig. 64b), the IET reaction is
realized by positioning the STM tip above the location of
the molecular bond at a fixed height. There the feedback
loop is switched off and tunnelling current and/or voltage
are increased from imaging to manipulation parameters.
The electrons can be injected either from the tip or from
the substrate depending on bias polarity. The moment of
reaction is determined by monitoring the tunnelling
current in time. At the beginning of the manipulation
the tunnelling current has a value that corresponds to

Figure 64 (a) Energetic schematics during tunnelling through a molecule: the vast majority of the electrons will follow the blue path and
conserve energy during tunnelling. However, some electrons might loose an energy quantum of �hv typical for a vibrational excitation
within the molecule. (b) Schematics of manipulation procedure: the tip is placed above the molecule with feedback loop switched off.
The excited molecule transforms the vibrational energy gained through inelastically tunnelling electrons into motion. The recorded
current shows a sudden drop upon motion of the molecule.
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the electronic structure (apparent height) of the adsorbed
molecule. A sudden change in current is indicative of
the success of the manipulation. These sudden changes are
caused by changes in the apparent height of the molecule
either through nuclear motion or through modification
of the electronic structure. They are associated with the
moment of reaction with a time resolution of the STM
clock (typically several tens of microseconds) and thus
allow determining the reaction yield. The success of a
manipulation is verified by rescanning the surface with
imaging (i.e., non-manipulative) parameters.

The yield of these processes is typically of the order of
10�8/e�. The reason for the low yield is twofold: first,
the number of inelastically tunnelling electrons is small as
already seen in vibrational spectroscopy. Second, additional
decay channels compete with the transformation of the
energy into a reaction coordinate, e.g., decay via phonons,
photons, or excitons.

To illustrate the schematics shown in Fig. 64b, we give
an example for diffusion of small clusters of heavy water
adsorbed on Ag(111) (Fig. 65). This example constitutes one
of the many processes induced by IET in water systems
including the diffusion of single molecules [178], the
reorganization of hydrogen bonds within water clusters [58,
179], the cleavage of hydrogen bonds, and the dissociation
of water molecules within clusters [180].

The STM image in Fig. 65a, taken with tunnelling
parameters of 71 mV and 12 pA, shows four clusters of
heavy water. Such images are used to identify those
molecules or clusters that are interesting for manipulation.
For the manipulation the STM tip is moved above the cluster
in the middle of the image, here indicated by a white cross.
After positioning the tip, the bias voltage is increased to
150 mV and the tip height is adjusted to obtain a preset
tunnelling current of 30 pA. Then, the feedback loop is
switched off. Current and voltage are applied for 800 ms.
During this time the tunnelling current is recorded (Fig. 65b).
After 530 and 700 ms, sharp drops are seen. After the
manipulation the same area of the surface is imaged again
(Fig. 65c). This image shows that the cluster moved away

from the region under the tip by approximately 0.62 nm. The
diffusion of the cluster that is imaged as a protrusion leads to
the sudden drop in current at 530 ms (Fig. 65b). For other
reactions, where the conductivity of the adsorbate increases,
the reaction might also lead to a sharp rise in current. The
second drop at 700 ms shows that the cluster moved twice
within the 800 ms. As the total distance moved is
approximately 2a (a ¼ 0.289 nm on Ag(111)), it is
reasonable to conclude that the cluster moved between
equivalent adsorption geometries separated by one lattice
spacing. From the time till the first diffusion event and
the current between 25 and 30 nA we deduce that 109

electrons are needed for inducing the first reaction. The
second reaction needs only another 2 � 108 electrons.
This difference demonstrates the statistical nature of the
manipulation.

For manipulation experiments it is of utmost importance
to ensure that the tip has not changed during the
manipulation. In Fig. 65, the other clusters are imaged
similarly in the two images and serve for this purpose.

For reactions other than diffusion, IETS (see Section 3.2)
is a promising candidate for chemical analysis of the
reaction product.

The repetition of an experiment as shown in Fig. 65
(typically hundreds to thousands of times) is used to quantify
the reaction probability. The distribution of time intervals for
inducing a specific reaction should be exponential, implying
that the probability of the reaction per time unit is constant
and does not depend on any previous history. For the
example shown in Fig. 66a, such a distribution is indeed
found. An initial increase is sometimes observed in such
histograms and points towards two rate determining steps
in the reaction.

The inverse of the time constant t of the exponential
decay of histograms as in Fig. 66a gives the reaction rate
R ¼ 1=t at the chosen sample bias voltage and current.
The reaction yield Y is determined from the time constant t
and the manipulation current I via: Y ¼ e=It.

Quantitative understanding of the reaction can be
gained by determining the reaction rate for different bias

Figure 65 Induced diffusion of D2O hexamer on Ag(111). Imaging parameters are 71 mV, 12 pA [58]: (a) before manipulation,
(b) tunnelling current during manipulation, (c) after manipulation. During manipulation the tip was placed at the site of the cross and the
bias was increased to 150 mV, the current to 30 pA, and held there for 800 ms.
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voltages and tunnelling currents. If the field effect is
negligible, the dependence of the time constant t or reaction
rate R on current (Fig. 66b) at fixed bias voltage can be
used to determine the number of electrons involved in
the reaction because of the following reasoning: the
temporary occupation of an adsorbate-induced resonance
with a tunnelling electron corresponds to an electronically
excited state of the molecule with a lifetime of a few
femtoseconds. During this occupation, energy is transferred
to the vibrational mode of the molecule. The current
dependent vibrational excitation rate competes with a current
independent vibrational relaxation rate resulting from
coupling of the vibrations to substrate phonons and/or
electronic excitations. If eVbias is greater than the reaction
barrier, the barrier can be overcome in one excitation event.
This single step process will dominate over multiple step
processes when the relaxation rate of the reaction mode
is much larger than the maximum electron tunnelling rate
leading to a linear dependence of the reaction rate on
current. Note that sometimes the yield is displayed. For
a single-electron process the yield is independent of
current (Y / R/I). If eVbias is smaller than the barrier to
reaction, one excitation is not sufficient to overcome the

reaction barrier. At least a second excitation is needed
during the lifetime of the first excitation that promote(s) the
molecule to a higher quantum state of the vibrational mode.
Because of the usually short lifetimes of vibrational states,
the reaction rate is dominated by excitation processes that
follow the path with the least number of intermediate states
that are needed. The overall reaction rate for an n electron
process is proportional to the current to the power of n:
R / In.

In the case shown in Fig. 66b, the slope is n � 1. This
linear dependence of the reaction rate on current indicates
a reaction mechanism involving the inelastic tunnelling
of a single electron.

Measuring the reaction yield as a function of bias voltage
at fixed tunnelling current (Fig. 66c) allows determining
the energy threshold of the excitation. However, the
dependence of reaction yield on bias voltage could also
reflect a dependence on the changing electric field, which
in turn depends on the separation between the tip and the
sample, which decreases at low voltages. In contrast, the
field does not vary significantly with tunnelling current
because the separation depends only logarithmically on
current.

After having ensured that the effect is not field induced,
threshold voltages are determined (Fig. 66c). A first idea of
the region of the threshold can be found by ramping the
voltage above the molecule and recording the current. It
should be noted, however, that the reaction happens
statistically and the position of sudden change in current
depends on the slope of the ramp. Thus, the voltage should
be set to a fixed value within the region of the threshold.
The reaction yield is then determined for this particular
energy and current from sudden drops in the I–t curve and
displayed versus V.

Theory (see Section 7.2) showed that the inflection point
of the rise in yield in the Y–V dependence corresponds to �hv,
the energy of the vibrational mode. More precisely, the
threshold voltage should be assigned to the maximum in
d(log y)/dV. The correct procedure is to display log Y versus
V and to determine the slope between adjacent measurement
points. Maxima in this slope displayed versus the (mean)
voltage (Fig. 66d) correspond to the threshold of the
reaction. As shown in the example, multiple thresholds (here
the lower lying at 200 mV) might remain undiscovered in
the simple Y versus V graph. The shorter the lifetime, the
sharper is the resonance at the threshold energy. This implies
that the width of the maximum should be related to the
lifetime of the electrons [182], but is in most experiments
so far rather determined by the experimental separation
between voltage set points.

Next, thresholds determined in this way for both
polarities are compared. An asymmetry of the reaction
threshold with respect to polarity is an indication for an
electronic mechanism, i.e., an excited electronic state of the
molecule surface system is formed, which couples strongly
to the nuclear motion of the molecule. A symmetric
threshold points to a vibrational excitation. The two usually
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Figure 66 Determination of threshold and electron number for
isomerization of chloronitrobenzene molecules [181]: (a) Histo-
gram of times till reaction at fixed voltage and current. Exponential
fit gives decay rate t. Ball-and-stick models depict isomerization
from meta- to ortho-chloronitrobenzene. (b) Doubly logarithmic
display of decay rate t versus current. Slope n ¼ 1 corresponds
to the number of electrons needed for the reaction. (c) Reaction
yield Y versus voltage V. Lines are Boltzmann fits to the
experimental data. (d) Slope of (c) for determination of threshold
barrier. Lines serve to guide the eye. In (c) and (d) filled (open)
symbols and solid (dashed) lines refer to isomerization from meta
to ortho (ortho to meta) isomerization.
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differ also in energy, the former lying in the range of eV,
while the latter is in the range of tens to hundreds of meV.
In both cases, the rates of reactions are usually lower (by a
certain factor) at negative bias than at positive bias. An
intriguing explanation for this phenomenon is that the
tunnelling probability decreases for an electron that has lost
energy before tunnelling from the substrate to the tip. In the
opposite direction, the electron has already tunnelled before
it looses energy. Large variation in reaction yields were
attributed to tip effects [183].

The influence of the electric field has mostly been
neglected in the description of IET manipulation. However,
recent results showed that for water clusters, i.e., molecules
with a strong dipole moment, the outcome of the reaction is
influenced by the presence of the electric field [179]. This
influence could be used to force reactions that otherwise
might not occur. Examples for IET manipulation are given in
Section 7.3.

In principle, a spatial dependence of the reaction rate
restricted to the extent of the molecule in a STM image
suggests orbital specificity in the coupling of the tunnelling
electron to the reaction of the molecule.

The inelastic electron transition rate depends on the
position and width of the adsorbate resonance through which
electrons tunnel. The yield of most processes investigated so
far is in the range of 10�6 to 10�10 reactions per electron.

Increasing the yield could be achieved by electronic
decoupling of the atom or molecule from the substrate, either
by using a thin insulating layer, wide gap semiconductors,
passivated semiconductor surfaces, or using physisorbed
rather than chemisorbed species.

7.2 Theory of inelastic tunnelling electron
manipulation At the moment different models that
describe IET manipulation with different approaches and
at different levels of sophistication coexist. The experimen-
tally observed nonlinear dependence of the reaction yield on
current as observed in many manipulation experiments
was described within the model of vibrational heating
by successive excitation of the substrate–adsorbate bond
through multiple electron scattering processes (sequential
heating scenario) [83, 184–186]. In order to model IET
manipulation the same approximations as in IETS modeling
were used (see Sections 3.2.2 and 3.2.3), i.e., the truncation
of harmonic potential wells. Though this approach neglects
intermode coupling due to anharmonicity and is far from
quantitative, it provides some simple rules that differentiate
between systems undergoing a single electron excitation or
multiple electron excitations [83]. Another approach
performs the correct nuclear dynamics while trying to have
the best estimates for the actual potential that directs the
evolution. On top of the treatment of the nuclear evolution,
the electronic event is either assumed to take place
instantaneously, and hence the description of the electronic
excitation problem is absent, or treated within a single-
molecular orbital model. This last model is that of a
resonance in contact with the substrate’s electronic structure.

In this model electron vibration coupling is introduced by
means of an effective resonance lifetime only [187–190].
These simulations give information about processes that
are absent or cannot be described in the first type of
approximation.

The electron–vibration coupling is usually a weak
interaction that can be treated perturbatively, which is easily
accomplished by using Green’s functions. This approach
has the advantage of including many-body effects.

The vibrational heating mechanism is in contrast to the
usual picture for an electron-stimulated process, where an
electron is absorbed resonantly into the adsorbate or excited
by a Franck–Condon transition, initiating nuclear motion on
the excited potential energy surface within the lifetime of the
excited state (see Fig. 63). There, the adsorbate dynamics is
triggered by a transient formation of negative ion states of
the adsorbates. The electronically excited molecule–metal
complex has a different equilibrium configuration than the
ground state. Energy of the electron is transferred into energy
of the nuclei during the lifetime of the electron within the
molecule (1–10 fs). This energy transfer might be sufficient
to lead to a reaction or to vibrational excitation of the
adsorbate. In contrast, it has been proposed that the
vibrational excitation in STM results from resonance
coupling in non-resonant conditions (impact scattering) [45].
This is possible, because the resonances are broadened upon
adsorption. The reaction mechanism results from the passing
electron that leaves the molecule in a mixed excited state
caused by the transient appearance of an extra charge in the
system.

7.2.1 Different types of excitations Adsorbate
reaction occurs when the relevant reaction coordinate mode
is excited above the potential barrier. Three different types
of excitations (see Fig. 67) have been treated theoretically
to explain how an adsorbed molecule overcomes the reaction
barrier following the excitation of a vibrational mode
by tunnelling electrons, though more combinations exists.
Direct excitation (a) and indirect excitation (b) are
discriminated. For the former the excitation and the reaction
coordinate are the same, while for the latter these two are
different and anharmonically coupled.

For direct excitation (Fig. 67a), two different processes
are discussed, coherent superposition of multiple-step
excitation by a single electron (i) [83], and incoherent
multiple-stepwise excitation (ii) also called stepwise
vibrational ladder climbing [186].

For indirect excitation, the excitation could in
principle be again incoherent or coherent and the reaction
coordinate mode could be excited by a single anharmonic
coupling directly above the reaction energy barrier or
stepwise. However, mostly the former case is discussed,
because for indirect excitation the energy for reaction is
more efficiently pumped into the molecule via excitation of
one single quantum of an internal coordinate rather
than exciting directly several quanta of the reaction
levels.
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7.2.2 Coherent versus incoherent excitation If
the electron energy lies above the potential barrier, the
reaction barrier can be overcome in a single excitation event.
This process is called coherent excitation and is similar
to DIET (dynamics induced by electronic transitions, see
Fig. 63b). Coherent excitation dominates at sufficiently
low currents and sufficiently high relaxation rates. The
vibrational excitation competes with the vibrational relaxa-
tion resulting from the energy dissipation to other molecular
modes, substrate phonons, or electron–hole pair excitation
in the adsorbate–metal system. At low temperature the
vibrational relaxation results mainly from the electron–
hole pair continuum that efficiently dissipates the energy
localized in the vibration.

It is known from DIET processes that the dynamics
rarely occurs when the system is in the excited electronic
state, but rather it occurs after electronic relaxation when
the system has acquired vibrational energy in its
electronic ground state. Characteristic for the coherent
mechanism is a linear dependence of the reaction rate on
current.

If the energy of the tunnelling electrons is below the
reaction barrier, several electrons are necessary to induce
the reaction. A second electron can excite the molecule to
a higher level, if the lifetime of the excited level
is longer than the average time between inelastically
tunnelling electrons. In the high current limit the tunnelling
rate is more rapid than the vibrational relaxation rate.
Then, IET results in a quasi-Boltzmann distribution of
the vibrational relaxation corresponding to vibrational
heating through a sequence of vibrational excitations.
Substantial energy can thus be localized in the bond,
which is then available for chemical reactions. The reaction

is possible, only if the accumulated excitation energy
exceeds the energy barrier. This implies that the barrier
is overcome by a stepwise vibrational excitation of the
bond, which in between the excitations does not return
to its vibrational ground state. This is called incoherent
multiple excitations (Fig. 63c) [83]. The model is
closely related to the DIMET (dynamics induced by
multiple electronic transitions) mechanism. In the incoher-
ent mechanism the number of necessary electrons (or
vibrational steps) determines the dependence of the
reaction rate on current (R / In).

A key factor in distinguishing coherent from incoherent
excitation is the vibrational relaxation rate g with respect to
the tunnelling current I. The coherent process dominates the
incoherent one at low I, where the average time between
successive tunnelling electrons is much longer than the
vibrational relaxation time �h/g. The incoherent process
becomes dominant at higher currents. The two regimes are
separated by

Isep � eg
n!

n� 1

� �1=ðn�1Þ
ð29Þ

with n the number of levels in the ground state energy surface
to be overcome.

The vibrational relaxation rate depends on the relative
position of the resonance energy to the phonon energies
of the substrate, which determines their coupling, or
the formation of electron–hole pairs. For adsorbates on
metals with the resonance state near the Fermi level, the
vibrational lifetime is dominated by electron–hole-pair
excitation and thus it is of the order of a few picoseconds.
Tunnelling currents typically used in IET manipulation

Figure 67 Harmonic potential with energy barrier E and n vibrational levels: (a) direct excitation along the reaction coordinate r;
the barrier might be overcome by (i) coherent or (ii) incoherent stepwise excitation. (b) Indirect excitation along one coordinate R,
but reaction in a different coordinate R0. The excited mode couples anharmonically to the reaction coordinate R0, where the barrier
for reaction lies below the vibrational energy. At low temperature the excess energy mainly goes to the electron–hole pair continuum
that also efficiently dissipates energy localized in the vibration. The reaction coordinate differs for the different processes and might be,
e.g., a distance on the surface for diffusion, the distance between atoms within a molecule for dissociation, or a bond angle for
isomerization.
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are sub nA to 100 nA. If one assumes the inelastic
tunnelling fraction of the order of 10�3, the time between
successive electrons is much larger than the relaxation
rate. In contrast, for adsorbates on semiconductor surfaces,
which have much longer lifetimes of the order of nano-
seconds owing to the absence of electronic damping, the
relaxation time is often longer than the time between
successive electrons. There the condition for the stepwise
ladder climbing via multiple incoherent vibrational excita-
tions and vibrational heating by sequential inelastic scattering
of tunnelling electrons is very common. For examples see
Section 7.4.

7.2.3 Indirect excitation For the adsorbate on the
surface the coupling between modes is greatly enhanced as
compared to the gas phase because of the possibility to
excite electron–hole pairs for energy conservation. Also the
higher anharmonicity of the potential walls on the surfaces
enhances coupling between different vibrational modes.
These properties promote the third excitation type, an
indirect excitation of the reaction coordinate mode. In
indirect excitation, two vibrational modes are involved. One
mode is excited, but does not promote a reaction and the
other one, usually lower in energy, is not directly excited,
but is the reaction coordinate mode. The tunnelling current
excites the high-energy mode that decays by simultaneous
excitation of the low-energy reaction coordinate mode and of
electron–hole pairs for energy conservation. Anharmonic
coupling between the modes is important for energy transfer
from one mode to the other one. The reaction rate depends
on various key parameters as inelastic tunnelling current
fraction, bias voltage, vibrational frequency, vibrational
excitation probability, vibrational relaxation rate, anhar-
monic intermode coupling strength, and potential barrier
height (see Section 7.2.4.2).

7.2.4 Theoretical models The models to explain
the measured dependencies of the reaction rate on current
and voltage in IET manipulation are similar to those used
to explain femtosecond laser induced surface chemistry.
In order to achieve quantitative modeling of the IET
manipulation, an accurate knowledge of the electronic
structure of the molecules, condensed matter interaction,
electron–vibration coupling, and total energies are needed.

Inelastic molecule manipulation relies on very subtle
effects, such as vibrational excitation that in addition are
typically quantum mechanical, demanding ab initiomethods
in order to obtain very accurate estimations of total energy,
forces, and electron–vibration couplings.

7.2.4.1 Direct excitation When a molecule is adsorbed
onto a metal, interaction broadens the adsorbate levels into
resonances. A tunnelling electron can induce vibrations in
the adsorbate through such an electronic resonance state of
the adsorbate. The adsorbate induced resonance is modelled
by a single orbital, which is assumed to have a Lorentzian
shape with energy Ea (Fig. 68) that interacts with two

continuous electron levels of tip and sample. Its width
G ¼ Gs þ Gt resulting from broadening through the tip (t)
and the sample (s) is dominated by the sample broadening
(Gs). For a negative ion resonance above the Fermi level the
occupancy is na � 1, while for a positive ion resonance well
below the Fermi level the occupancy is 1 � na � 1.

The STM-IET theory of vibrational heating [191]
uses a truncated oscillator model, i.e., the ground-state
potential energy surface for the adsorbate is modelled
through a harmonic potential wall with n vibrational levels
(see Fig. 67, dashed line) and the continuum of levels
above the barrier is represented by discrete levels. In this
theory [192], a relation between inelastic tunnelling current
and vibrational heating, i.e., the effective vibrational
temperature because of vibrational excitation by tunnelling
currents, is calculated using the Keldysh–Green’s function
method for an adsorbate induced resonance model of
IET. Using a standard Keldysh’s diagram technique a
stationary non-equilibrium vibrational distribution functions
is obtained from the Fourier transform of the vibrational
number operator. From the distribution function a general
formula of the vibrational heating by IET is derived.

7.2.4.1.1 Incoherent excitation First, the incoherent
single step-by-step ladder climbing process for a vibration
with energy �hV is described. A Pauli master equation for
Pm, the probability of finding the reaction coordinate mode
in its mth excited state at time t, is given by [193]

dPm

dt
¼ ðmþ 1ÞG #Pmþ1 þ mG "Pm�1

� mG # þ ðmþ 1ÞG "

 �

Pm : ð30Þ

The Gs describe the excitation (deexcitation) rate
between the vibrational states in the presence of IET current
Iinel and are given by:

G # ¼ 1þ nð�hV; TÞ½ �g þ I inel
e

G " ¼ nð�hV; TÞg þ I inel
e

ð31Þ

Figure 68 Schematics of energies for IET manipulation theory:
adsorbate resonance at Ea above the Fermi energy EF of width G.
V is the applied bias voltage between tip and sample.
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where n(�hV, T) is a Bose–Einstein distribution function
with a sample temperature T, and g ¼ geh þ gph denotes
the vibrational relaxation rate from electron–hole pair
excitations geh and from the energy transfer to the substrate
phonons gph. The second term Iinel/e in Eq. (31) can be
related to the IET current-induced transition rate Gin

between the vibrational ground state and the first excited
state. Using the adsorbate-induced resonance model
for STM-IETS [45], Gao et al. [186] obtained for
|eV| � �hV � kT

G in ¼ eVj j
�hV

Dt

Ds
g ð32Þ

where Di is the partial width of the density of states of the
adsorbate state from the interaction with the substrate (s) or
the tip (t). In terms of the elastic tunnelling current Ielas
Gao obtained [194]:

Ielas ¼ e2V

p�h

DtDs

ðEa � EFÞ2 þ D2 ; D ¼ Dt þ Ds ð33Þ

through the adsorbate-induced resonance located at Ea above
the Fermi level EF of the substrate. Combining Eqs. (32)
and (33), one obtains:

G in ¼ pg

V

ðEa � EFÞ2 þ D2

D2
s

Ielasj j
e

� pg

V

ðEa � EFÞ2 þ D2
s

D2
s

Ielasj j
e

� pg

V

Ielasj j
e

¼: f in
Ielasj j
e

¼ I inelj j
e

:

ð34Þ

Equation (34) is valid, because the broadening of the
adsorbate resonance is in the STM geometry dominated
by coupling to the substrate, i.e., Ds � Dt. At the usually
employed low temperature, g is determined by geh ¼ 2pV
[lra(EF)]

2 with l the electron–vibration coupling. This
relation means that in the limit of |eV| � �hV the vibrational
transition rate is the same as the inelastic tunnelling
current.

In the absence of IET for |eV| < �hV, G" and G# are
related by detailed balance G # ¼ e��hV=kTG ". Upon opening
the inelastic tunnel channel, a non-equilibrium situation
emerges. A theory of stochastic processes gives the steady
state solution to the master equation as Pm  ðG "=G #Þm for
the probability that the reaction coordinate is in its mth
excited state.

The rate of reaction, R, is then determined by the
quasi-static ionic population of the level (n � 1) times
the excitation rate G" to the level n. Here, it is implicitly
assumed that upon reaching the highest level n the
molecular motion is induced, and the coupling to
the surroundings does not quench the excited state before
the molecule passes the top of the potential barrier.

Using the Boltzmann distribution for the population of
the n � 1 level, the Arrhenius type law with the effective
temperature is assumed for R via the stepwise vibrational
ladder climbing in the potential well

R ffi nG " exp �ðn� 1Þ�hV
kTeff

� �
; ð35Þ

where (n � 1)�hV is supposed to be very close to the barrier
height E (see Fig. 67) and Teff is an effective vibrational
temperature produced by the IET process based on the
vibrational heating and higher than the sample temperature
T. In the presence of an IET current, Teff is given by Gao
et al. [186]:

kTeff ¼ �hV

ln G #
G "

� � ffi �hV

ln I inel=eþg
I inel=eþg expð��hV=kTÞ
� � : ð36Þ

Equation (36) is used to introduce an effective Bose–
Einstein distribution nph;TðvÞ that gives the vibrational
population in thermal equilibrium at the sample temperature
T. The vibrational excitation by tunnelling electrons disturbs
the thermal equilibrium and leads to a vibrational tempera-
ture that exceeds the substrate temperature. The modified
distribution nphðvÞ is:

nphðvÞ ¼ nph;TðvÞ þ G inðvÞ
gðvÞ ð37Þ

with G inðvÞ ¼ I inel=e the rate of vibrational excitation and
gðvÞ the vibrational damping rate.

Depending on the magnitude of G inðvÞ=gðvÞ relative to
nphðvÞ the reaction is thermally activated G in=g � nph,
current activated G in=g � nph, or in the intermediate
regime G in=g � nph. Thus, IET manipulation demands
G in=g � nph. As IET manipulation experiments are usually
performed at low temperature nph;TðvÞ � 1 is used.

This derivation clearly indicates that Iinel/eg is a key
parameter for determining the heating of the vibrational
system above the sample temperature, i.e., a larger vibrational
population upon opening the IET process at |eV| � �hV.
For Iinel/e smaller than the vibrational damping rate of the
order of 1012 s�1 on metal surfaces, the second term is much
smaller than the first term and no significant vibrational
heating can be expected. However, when Iinel/e is larger than
the vibrational damping rate, the vibrational mode can be
excited by the IET current and the vibrational population is
not small even at low temperature. The population may
deviate noticeably from a Bose–Einstein distribution. Such
a high effective vibrational temperature and vibrational
population play an important role not only in the vibrational
ladder climbing but also in coherent multi-phonon excitations
and de-excitations, even when the vibrational damping rate is
faster than the inelastic tunnelling rate.

From Eqs. (36) and (37) the power law dependence of
the rate at low temperature �hV � kT and for g � Iinel/e is
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R ¼ nG "
G "
G #

� �n�1

¼ n
ðI inel=eþ ge��hV=kTÞn

ðI inel=eþ gÞn�1 / Ininel
gn�1

;

ð38Þ

G" and G# are the excitation and deexcitation rate between
vibrational levels, n is the number of vibrational levels that
enables the reaction.

In the case of an anharmonic potential, n is replaced
by EB/�hV [195]. The rate of a motion via incoherent
multiple-stepwise ladder climbing is then characterized by
the power law dependence of the inelastic tunnelling current,
Iinel with n the number of the vibrational levels in the
potential well. Note that the power law of the reaction rate
results simply from the assumption of the Arrhenius-like law
(see above). With Iinel ¼ finIt, where fin is the inelastic
tunnelling fraction and It ¼ Ielas þ Iinel (Ielas � Iinel; Ielas is
the elastic tunnel current) results

R / Int : ð39Þ

A noticeable deviation from this simple power law is
expected for large Iinel/e, comparable to g or for large
tunnelling voltages Vwhere Iinel is no longer linear in V. One
should also keep in mind that the linear dependence of Gin on
|eVt| and consequently the simple power law dependence is
not valid when Vt is too large for the assumption of the
slowly varying density ra(e) over V to hold.

In conclusion, the power law dependence of the reaction
rate on I for incoherent stepwise vibrational ladder climbing
(multiple single-step excitations) is a direct consequence of
the establishment of quasi-equilibrium distribution charac-
terized by the effective temperature, Teff, and the Boltzmann
expression for the population in the vibrational level.
The power n represents the number of vibrational levels in
the potential well.

7.2.4.1.2 Coherent multiple vibrational excitations The
possibility of overcoming a potential reaction barrier via
coherent multiple vibrational excitations by a single
tunnelling electron has been investigated by Salam
et al. [83]. The coherent single multiple-step process takes
the path with the smallest number of intermediate states
including the virtual excitation. It does not necessarily go
through a single step-by-step population of the intermediate
levels, nor does it require a longer lifetime of the vibrational
excited state compared to the average time of successive
tunnelling electrons. Based on the model for desorption
induced by electronic transition (DIET) and using the
adsorbate-induced resonance model for electron tunnelling
via adsorbates, the tunnelling current causing the excitation
to themth vibrational level is calculated. The simplest case is
a single electron process, for which the electron energy eV is
larger than the barrier for reaction EB, which leads to n ¼ 1.
For EB > eV > �hV multiple excitation is required to climb

above the potential barrier up the vibrational ladder with the
single vibrational energy �hV. The current that induces the
excitation to the mth level is written as

Im ¼ 4eDsDt

�hD

ZeFþeV t

eF

PmðeÞde: ð40Þ

Ds;t eð Þ ¼ p
P

p;k VpðvÞa
�� ��2dðe� ek;pÞ are the partial

widths of the DOS of the adsorbate state because of
interaction with the substrate s and tip t and D ¼ Ds þ Dt,
PmðeÞ is the probability of the adsorbate to be in the mth
excited vibration. If the potential well has n vibrational levels
and if an electron can only induce the transition from the
ground state to the mth level (m < n), then several electron
processes are necessary to overcome the barrier. It is
assumed that eV is larger than the multiple vibrational
excitation of m�hV and that the energy of the resonance ea
(Ea in Fig. 68) shifts linearly with the vibrational coordinate
Q, i.e., ea(Q) ¼ ea þ e

0
aQ, e

0
a ¼ @ea(Q)/@Q, and a truncat-

ed oscillator model for the ground state potential energy
surface, V0(Q) ¼ (1/2)m*VQ2 is used. In the case of a
negative ion resonance created by a temporal occupation of
tunnelling electrons, the excited state potential energy V*(Q)
is given by a displaced version of V0(Q): V*(q) ¼
V0(Q) þ e

0
a(q).

The probability, Pm(e), of finding a molecule in the
mth vibrational state excited from the ground state by an
electron scattering through the adsorbate-induced resonance
with incident energy e is given by

PmðeÞ ¼ D

p

X1
j¼0

m jjh i j 0jh i
ð�ea � eÞ þ j�hV� iD=2

�����
�����
2

; ð41Þ

where |ji are vibrational states on V*(Q) and �ea ¼ ea �
e
02
a =ð2m�V2Þ is the energy of the center of the resonance state
including the relaxation shift on the excited potential. When
m�hV and x�hv � D, where x ¼ e

0
a=ð2m�hV3Þ1=2 is

a dimensionless coupling constant, the former equation
leads to

PmðeÞ ffi m!

p

ðx�hVÞ2m
Dm rmþ1

a ðeÞ: ð42Þ

For eVt used in the inelastic tunnelling experiment,
the variation of ra(e) is negligible around the Fermi level
eF over the energy scales eVt, so that Eq. (40) can be
approximated to

Im ffi 4e2DsDt

�hD
PmðeFÞ: ð43Þ

For a truncated harmonic oscillator to model the
potential well with n vibrational levels, Salam et al. gave
a rate of motion by coherent multiple vibrational excitation
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of the adsorbate-substrate bond caused by inelastic
tunnelling electrons Rcoh  |In/e|. Provided that a single
electron emits a single vibrational quantum Rcoh is
expressed in terms of Iinel:

Rcoh ffi 2eDsDtn!

p�h

ðx�hvÞ2n
Dnþ1 raðeFÞnþ1Vt ¼ n!

e

Ininel
In�1
elas

; ð44Þ

where Ielas ¼ (4e2DsDt/�hD)ra(eF)Vt is the elastic tunnelling
current. While Eq. (44) exhibits again a power law
dependence on the inelastic tunnelling current, Iinel, the
vibrational relaxation rate is absent in the equation, in
contrast to the case of the incoherent multiple stepwise
excitation discussed in Section 7.2.4.1.1.

As far as the power law dependence is concerned, it
does not matter whether one defines the power n as the
number of vibrational levels or as the number of tunnelling
electrons when a single electron excites one vibrational
quantum. However, a single electron can emit multiple
vibrational quanta, and the inelastic tunnelling current
exciting the adsorbate to the mth vibrational state from the
ground state by a single electron is given by Eq. (43). Once
multiple excitations are incorporated into the transition
matrix elements of the vibrational mode in the reaction
coordinate, the molecule is allowed to jump multiple
ladders in one scattering event with a single tunnelling
electron. Coherent superposition of these jumps by the multi-
electron process allows the adsorbate to overcome the
potential barrier. In general the rate of motion can be
expressed as

Rcoh ffi
Y

k¼1;2;…

Imk

e
;

X
k

mk < n: ð45Þ

Since Im ¼ IelasPm/ra(eF), and It ¼ Ielas þ Im (ffiIelas � Im),
one obtains:

Rcoh ffi
Y

k¼1;2;…

Pm
Ielas
e

� �N

/ INt ; ð46Þ

where N is the number of multi-step jumps of the vibrational
ladders, i.e., the number of electrons required to overcome
the potential barrier via multiple jumps.

For fixed It, coherent and incoherent processes have
different behavior with respect to V below the energy barrier
for reaction E. For the incoherent excitation process the
reaction rate is rather insensitive, while for the coherent
single multi-step excitation process the reaction rate changes
dramatically at certain V, corresponding to the change in
the number of electrons required energetically to induce
reactions.

7.2.4.2 Indirect excitation For processes, where a high-
energy mode is excited and coupled to the low-energy

reaction coordinate mode, mode coupling between the two
modes and electron–hole pair excitation are important.

The reaction rate RRC within the reaction coordinate
(RC) can be written as the product of the excitation rate
GRC(m!n) times the probability NHF(n),RC(m) :¼ Nn,m that
the high-energy mode is in the state n (n ¼ 0, 1, 2, …)
and the reaction coordinate mode is in the state m (m ¼ 0,
1, 2 …) [196]:

RRC ¼
X
m;n

GRCðm!nÞNn;m; ð47Þ

n represents the vibrational continuum of the reaction
coordinate mode above the barrier E. When the vibrational
energy �hV of the high-energy mode is larger than E, a
reaction can occur in a single electron process, where the
high-energy mode decays by transferring energy to the
reaction coordinate mode via anharmonic interaction,
resulting in the excitation of the reaction coordinate mode
from the ground state to a state above the barrier. In this
case, GRC(m!n) is the rate of energy transfer from the high-
energy mode to the reaction coordinate mode for n ¼ 1 and
m ¼ 0.

If 2�hV > E > �hV, the reaction coordinate mode can be
excited above EB either by two times the decay of the n ¼ 1
or by energy transfer from the n ¼ 2 state of the high-energy
mode. These indirect excitation processes correspond to
N1,m and N2,0, respectively. Furthermore, if �hV þ m�hv >
EB (where m denotes the intermediate excited states of the
reaction coordinate mode), a cooperative process leading to
a reaction is possible where both the high-energy and
the reaction coordinate modes are excited by tunnelling
electrons.

Anharmonic coupling between two modes involves in
general depositing some energy e in the continuum of
electron–hole pair excitations (for metals) or bulk phonon
excitations, i.e., �hV ¼ �hv þ e. The reaction rate RRC

induced by a single-electron process is [196]

RRC ¼
X
n>nth

1
tnð1!0ÞRCð0!1Þ

N1;0; ð48Þ

where 1/tn(1!0)RC(0!1) is the transition rate of deexciting
the n mode from its first excited state to the ground state
while exciting the reaction coordinate mode from its ground
state to the higher-lying states n. The sum is over all the
levels n above the top of the barrier EB that satisfy energy
conservation �hV ¼ �hv þ e. The calculation of the transition
rate requires a detailed knowledge of the potential energy
surface of the system.

The change of N1,0 can be expressed as [45]:

dN1;0

dt
¼ pnN0;0 � 1

tn
N1;0 �

X
n

1
tnð1!0ÞRCð0!nÞ

N1;0;

ð49Þ
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where pn ¼ hnI is the transition rate to excite the n ¼ 1 state
by inelastic tunnelling with the inelastic-tunnelling fraction
hn and the current I, which corresponds to the number of
tunnelling electrons. The vibrational damping tn results from
low-energy excitations. This equation is valid as long as
pntn � 1 as it neglects the population of higher vibrational
states.

Assuming a stationary state, i.e., dN1,0/dt ¼ 0 gives the
reaction rate: N1;0 ¼ ~tnpnN0;0 where the total relaxation rate
of the first excited state of the n mode is given by:

1
~tn

¼ 1
tn

þ
X
n

1
tnð1!0ÞRCð0!nÞ

: ð50Þ

With N0,0 ¼ 1 the equations lead to the following reaction
rate

RRC ¼ ~tn
t>n;RC

hnI with
1

t>n;RC
¼
X
n>nth

1
tnð1!0ÞRCð0!nÞ

:

ð51Þ
When the vibrational rate 1/tn is much larger than the one
from intermode coupling 1/tn,RC Eq. (51) reduces to:

RRC ¼ tn

t>n;RC
hnI: ð52Þ

Thus, the rate depends on the ratios of the rate of
excitations of the reaction coordinate mode above the
potential barrier and the decay rate of the n mode into low-
energy excitations in the substrate.

7.3 Molecule chemistry with the STM Molecular
reactions induced by IET have been performed on many
adsorbate/substrate systems. Here we give one example
each for the elementary processes diffusion, desorption,

rotation, bond breaking, a chemical reaction, and a reversible
process. For a more complete list we refer the reader to
Section 7.4.

7.3.1 Diffusion and desorption One example for
diffusion has been shown above for D2O on Ag(111) (see
Fig. 65). Here we give an example where two processes
compete, diffusion and desorption.

Different processes might be induced at the same energy
because the excited vibrational mode can interact with
several reaction modes. Furthermore, there are always also
tunnelling electrons of lower energies so that different
vibrations might be excited at the same voltage. It is
challenging to increase the probability of the desired process
and decrease it for all other processes. An instructive
example is IET manipulation of ammonia (NH3) on Cu(100)
(Fig. 69) [197]. Both desorption and diffusion are excited at
the same energy (Fig. 69a–b) and the reaction probability
leaned towards one of the processes by an appropriate choice
of manipulation current and voltage.

Figure 69c shows that mainly diffusion was induced by
a single excitation of the N–H stretch mode at 400 meV at
low current, though about 20% of the molecules diffused.
At lower excitation energy, where the umbrella (i.e.,
inversion) mode is excited with electrons of energies of
270 meV mostly desorption was induced below 1 nA. The
preference of excitation by two electrons has been explored
theoretically [196].

7.3.2 Rotation Rotation as investigated for acetylene
(C2H2) on Cu(100) is shown in Fig. 70. On this surface two
possible orientations exist (Fig. 70a). If the tip is placed
slightly off center from the molecule, the two orientations
correspond to two different current values such that the
system resembles a two-state fluctuator (Fig. 70b). The
isotope shift of the threshold energy (Fig. 70c) showed that

Figure 69 IET manipulation of ammonia on Cu(100) (with courtesy of Pascual et al. [197]): (a) Before manipulation with 420 mV and
0.5 nA; 100 mV, 1 nA, 7 � 7 nm2. (b) After manipulation, where is indicated by crosses. (c) Probability of desorption P in dependence
of tunnelling current I for manipulation with 420 mV (filled circles) and 320 mV (open squares). Horizontal line separates region of
predominant processes as indicated.
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the electrons first excite molecular vibrations, in this case
the C–H (C–D) stretch mode [198]. This mode is much
higher in energy than the hindered rotational mode that
is more closely related to rotation. This implies that
anharmonic coupling between the two modes is necessary
for inducing rotation.

On Pd(111) the rotation of acetylene was used to
determine the binding site of the molecule [199].

7.3.3 Bond breaking Single O2 molecules on Pt
(111) were dissociated at 50 K [200]. As shown in Fig. 71a
two molecules were imaged on an atomically resolved
background. Application of 22 nA and 0.3 V leads to a
sudden drop in current after 30 ms indicative of a reaction
(Fig. 71b). The image taken after the manipulation shows
that the molecule is dissociated into two atoms that are
adsorbed on two different types of hollow sites (Fig. 71c).
A subsequent manipulation dissociates also the second
molecule into two atoms (Fig. 71d). Different current
dependencies were observed in dependence of the applied
bias voltage that corresponded to a one, two, or three electron
process. Dissociation was explained by vibrational ladder
climbing via tunnelling through an adsorbate induced

resonance leading to direct excitation of the O–O stretch
mode. Also the rotation of O2 was explained by the same
mechanism [201].

7.3.4 Chemical reaction Figure 72 shows the suc-
cessful synthesis of biphenyl from two iodobenzene
molecules on a Cu(111) step [202]. The reaction starts with
the abstraction of the iodine from the iodobenzene by IET
manipulation (Fig. 72a–b). Then the dissociated iodine is
removed and the remaining two phenyls are brought together
by lateral manipulation (Fig. 72d–e). Finally, the associated
phenyls are converted to the final product of biphenyl
(Fig. 72e–f). Lateral manipulation proved that the two
phenyls are covalently bound (Fig. 72f–g).

7.3.5 Reversible process Reversible processes are
attractive as two-state fluctuators and several have been
realized by now [203–205]. Figure 73 shows a reversible
process based on hydrogen bond rearrangement between
two azobenzene derivates [157, 206]. Because of the
directional nature of the hydrogen bonding two well-defined
states exists, between which the dimer can be switched
repeatedly.

7.4 Further reading for single molecule
chemistry with the STM In the following we give
examples for electron induced manipulation ordered

Figure 71 Dissociation of O2 on Pt(111) (with courtesy of Ho
and coworkers [200]): (a) STM image before manipulation;
F denotes molecule in fcc site. (b) Current during manipulation with
0.3 V. (c) STM image after manipulation; “f” and “h” denote atoms
in fcc and hcp site, respectively. (d) STM image after second
manipulation.

Figure 70 Rotation of acetylene on Cu(100) (with courtesy of
Ho and coworkers [198]): (a) STM images of two orientations
as depicted in models, 100 mV, 10 nA. (b) Current I during
manipulation with 264 mV with the tip positioned 0.15 nm from
the center of the molecule. High (low) value correspond to image
on the left-hand (right-hand) side in (a). (c) Rotations per electron R
for C2H2 and C2D2 in dependence of bias voltage V at 40 nA.
Dashed lines indicate energy of C–H (C–D) stretch mode.
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according to the induced process and within each subsection
in chronological order with the first experiment of the
particular system in the literature. Earlier reviews on lateral
manipulation include some initial single molecule chemis-
try [152–154]. Several excellent reviews appeared lately,
two experimental ones [46, 207, 208] and several theoretical
ones [69, 190, 191, 209]. We direct the reader to these
reviews or the original articles for details.

7.4.1 Diffusion Diffusion was first demonstrated for
a single Si atom diffusing between two sites on Si(111)-
(7 � 7) at 2.25 and 3 V [210].

Diffusion of the different isotopes of ethylene (C2H4)
on Ni(110) showed markedly different rates at 1 V even
those with the same mass [211].

Migration of covalently bond Br atoms on Si(100)-
(2 � 1) was induced with a bias voltage above 0.8 V
corresponding to electron capture in the Si-Br anti-bonding
s* orbital above the Fermi level, but only at high Br
concentration indicating that repulsion between Br mole-
cules assists the diffusion [212].

Diffusion of chlorine atoms chemisorbed on Si(100)-
(2 � 1) was induced at þ1.25 and �0.75 V through
injection of electrons into the Si–Cl anti-bonding state
and the surface state, respectively [213].

Diffusion of chlorine chemisorbed on Si(111)-(7 � 7)
was induced beyond �2 and þ4 V by injection of electrons
into the S3 surface state and the Si–Cl anti-bonding state,
respectively [214, 215].

Lateral motion of CO on Pd(110) via excitation of the
CO stretch mode showed in comparison with a lack of
motion on Cu(110) how important the anharmonic coupling
between different modes, the vibrational and the reaction
mode, are for IET manipulation [216].

Diffusion of H2O clusters was induced either by
excitation of the OH-stretching or of the scissoring
mode [58]. Diffusion of single water (D2O) monomers
from the elbows of the Au(111) reconstruction was possible
through the excitation of the combined OD-stretching and

Figure 73 Intermolecular switch from dimers of amino-nitro-azobenzene on Au(111) [206]: (a) high-resolution image of a dimer, and
corresponding ball-and-stick model to scale that shows that the dimer is stabilized by two N–H hydrogen bonds. In the STM image
each side group, NH2 and NO2, corresponds to a bright protrusion and each N2 group to a smaller and less bright protrusion. (b) Before
and (c) after IET induced hydrogen bond rearrangement with high-resolution images (8.5 pA, 6 mV) and corresponding ball-and-
stick models demonstrating the change in relative position of the groups; 8.5 pA, 331 mV; voltage has been increased from 450 mV to
1.8 V within 380 ms with the tip position as indicated by the cross.

Figure 72 Reaction of a biphenyl molecule from two iodobenzene
molecules (C6H5I) on Cu(111); reaction steps are depicted on right-
hand side [202]: (a) Two molecules adsorbed at Cu(111) step. (b)
Molecules dissociated by IET into phenyls and iodine. (c) Iodine
molecule is picked up by the tip by vertical manipulation. (d)
Molecules are approached by lateral manipulation with function-
alized tip. (e) Molecules are associated by IET. (f) Association is
proven by sliding the biphenyl molecule along the step edge. (g)
Iodine is redeposited onto surface.
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metal–molecule bending mode [68]. The same study showed
a shift of the reconstruction of Au(111) at 440 mV.

Diffusion of Co on Cu(111) from hcp to fcc within a
tip modified potential needed 11–12 electrons [131] and
could be explained by surmounting the non-adiabatic diffusion
barrier of 65 meV via 12 times excitation of the frustrated
translation of only (8 � 1) meV [217]. Theoretically, this
experiment was explained by vibrationally assisted tunnelling,
a process, in which the energy of the vibrational excitation
is slightly lower than the barrier for reaction [218].

The induced diffusion of acetylene on Cu(110) via
excitation of the C–H stretch proceeded in two steps via a
long-bridge site [219], though this study showed some
deficits in data handling.

Diffusion of a chemisorbed molecule, CH3S, was
induced on Cu(111) [220].

Diffusion of normal and heavy water dimers on Pt(111)
was induced at up to five stretching and scissoring
frequencies [221]. From these measurements the adsorption
structure of the dimer was deduced.

Vibrational energy, reaction order, and transition rate are
extracted from detailed yield-voltage dependencies via
fitting an analytic formula as demonstrated for CO diffusion
and configurational change of cis-2-butene on Pd(110)
[222].

For a hydroxyl monomer on Cu(110) a change in
adsorption site via induced hydrogen tunnelling was
enhanced by excitation of the OH bending mode, which
is the mode along the reaction coordinate [223].

7.4.2 Rotation For the above discussed rotation of
acetylene on Cu(100) [198] the rotation rate decreases when
the STM tip is laterally displaced away from the center of the
molecule. A double exponential distribution for the time
intervals at high current for a C2HD molecule excited off
center showed that the rotational motion allows distinction
between the two ends of the molecule at a voltage where the
C–D stretch is excited but the C–H stretch not.

Though rotation of O2 on Pt(111) was found as a
concurrence reaction to dissociation [201], the only molecule
investigated in depth so far with respect to rotation is
acetylene (C2H2) [198, 199].

Moreover, the rotation of a single molecule [224] or a
molecular wheel in a planar adsorption geometry [225] or in
a double-decker geometry [226] on the surface were realized.

7.4.3 Desorption A major part of desorption studies
concerned hydrogen desorption from hydrogen passivated
silicon surfaces.

Desorption of hydrogen was induced at room tempera-
ture from Si(111):H-(1 � 1) in the energy range of 2–10 eV
through promotion of an electron from the Si–H bonding
orbital to the unoccupied anti-bonding orbital [227].
However, this early experiment from 1990 was in the field
desorption regime and not yet molecule specific. Desorption
of hydrogen from Si(100)-H(2 � 1) was achieved and was
explained below 6.5 eV by vibrational heating of hydrogen

by tunnelling electrons scattering inelastically with the Si–H
6s* electron resonance [228] and with a maximum at �7 V
by vibrational heating of hydrogen because of inelastic
scattering of tunnelling holes with the Si–H 5s hole
resonance in the onset of the field emission regime [229].
This study also confirmed the explanation for the low
voltages in the range between 2 and 4 V. The reason for the
long lifetime of the hydrogen stretch frequency, which
facilitates the multi-electron processes, is its energy in
between the Si phonon spectrum and the electron–hole
excitation energy, thus inhibiting coupling to these two
decay channels.

Desorption experiments on the same system (Si(100)-H
(2 � 1)) at cryogenic temperatures [230] (11 K) showed no
significant temperature dependence of the threshold and of
the yield above a threshold of 6 V, but a strong dependence
of the yield (but not the threshold) for the D isotope. This
dependence was explained by higher quenching rates for
the slower moving heavier isotope. Furthermore below the
threshold the yield depended strongly on temperature
which was explained by a lifetime effect. Desorption of
hydrogen was extended to locally change the (2 � 1)
superstructure to a (3 � 1) superstructure at both
polarities [231].

All these measurements on the Si(100)-(2 � 1) system
were performed in the scanning mode. While the earlier
experiments reported a current dependence with a large
power law of 10�15, a later experiment showed a
dependence of the order of 1 only at a sample voltage of
2.5 V [183]. This discrepancy was explained by the tip
dependence of the process and the vibrational heating to
a high vibrational level was questioned. Instead it was
proposed that the s* resonance was excited and sufficient
to break the H–Si bond. The comparison of desorption in
scanning and in stationary mode showed an up to a factor of
four higher dependence for the scanning mode and draws
into question this latter mode for quantitative measurements.
It should be pointed out that reliable power laws can only
be extracted for current variations of considerably more than
one order of magnitude, which was not the case in any of
the measurements.

Desorption of CO [167] and of ammonia [232] was
induced from Cu(111). Ammonia desorption needed three
electrons at 200 mV, but only two electrons at 400 mV.

Desorption (and some diffusion) of the dimer bound
benzene on Si(100)-2 � 1 showed a threshold between
�1.6 and �2.7 V [233], which was explained by transient
ionization of a p state of benzene by scanning. Other
molecules with p bonds were also subject to tunnelling
induced changes, while those without p bonds could not be
modified.

Desorption of chlorobenzene molecules from Si(111)-
(7 � 7) was driven by electron attachment [234].

Mainly desorption of ammonia on Cu(100) was induced
by double excitation of the umbrella (i.e., inversion) mode
with electrons of energies of 270 meV; about a quarter of
the molecules diffuses [197].
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H2 was desorbed from Co islands adsorbed on Cu(111)
by ramping the bias voltage from �1V to þ1V [235].

7.4.4 Bond breaking Bond breaking was first
achieved in 1992 with the dissociation of decaboran
(B10H14) adsorbed on Si(111)-(7 � 7) [236]. The dissocia-
tion during scanning with elevated current was explained by
field emitted electrons. On the same surface H2S and D2S
were dissociated above 2 V [237].

Dissociation of bonds on the surface might be
facilitated in a concerted process, where the formation of
a new bond assisted the rupture of an old bond [238].
Such concerted reaction reducing its energy is common in
the gas-phase. At a surface it requires that the new bond
is formed adjacent to the old one, i.e., the reaction is
localized. This process was shown to be operative for
electron-induced dissociation of chlorobenzene on Si(111)-
(7 � 7) at 4 V [239]. The radial and angular distribution of
the chlorine atoms depended on the tunnelling current [240].
It was shown that tip states determine the branching ratio of
this process as compared to desorption of the molecule from
the surface [241]. Desorption of chlorine from the same
surface during scanning was shown to proceed via two
holes [242].

Dissociation of O2 on Si(111) was induced via
dissociative electron attachment initiated by resonant capture
of tip-emitted electrons into the empty 3su� level of the
molecule that is considerably shifted towards the Fermi
energy because of adsorption during scanning at increased
voltage [243].

On metallic surfaces, the first example was the
dissociation of a single O2molecule on Pt(111) in 1997 [200].

The dissociation of Cu-tetra-3,5-di-tert-butyl-phenyl
porphyrin on Cu(100) resulted in a single reaction product.
However, its complexity did not allow identifying it [244].

Dehydrogenation of different isotopes of ethylene to
acetylene on Ni(110) between 1.1 and 1.5 V and further to
carbon [211] and of acetylene on Cu(100) to dicarbon [245]
was achieved and proven by IETS. Dehydrogenation of
ethylene showed a strong isotope effect and a lower
threshold for the second dehydrogenation than for the first
one. Dehydrogenation thresholds lie in between 2 and
3 eV for these processes as well as for benzene and pyridine
[246]. One or two hydrogen atoms were dissociated from
pyridine (C5H5N) and benzene, respectively, adsorbed on
Cu(100) above 3 V and the reaction products identified by
IETS [246]. The ring of the remaining fragments was broken
above 3.75 V. The same reaction on Cu(110) showed
a strong isotope effect in the yield that was explained by
the slower acceleration of deuterium on the potential
energy surface because of its larger mass [247]. Dehydroge-
nation of benzene is initiated by the temporal negative ion
formation, which is formed by trapping of electrons in the
resonant levels of the molecule. It changes its adsorption
geometry from flat to upright.

Transformation from trans-butene to 1,3-butadiene on
Pd(110) [248] was explained by vibrational ladder climbing

resulting from direct excitation of the C–H stretch mode.
Two isomers of trans-2-butene were dehydrogenated to
1,3-butadiene at a threshold voltage of �365 meV that
corresponds to the C–H(D) stretching mode [248]. One,
two, and three electrons were needed for a bias above 1 V,
between 600 and 800 mV, and below 400 meV for the
deuterated molecule, respectively.

The dissociation of water was found to be only possible
within a cluster above 3.1 eV [180, 249].

Iodobenzene adsorbed on a Cu(111) step was dissociat-
ed above 1.4 eV [250]. The phenyl was further dissociated
above 3.1 eV.

Via excitation of a p* resonance O2 on Ag(110) was
dissociated either below�390 meV or aboveþ470 meV. The
separation of the produced molecules depended on polarity
and on both the distance and the direction with respect to the
molecular axis of the original molecule [251]. The fact that the
threshold at positive bias lies above the threshold for rotation,
while it does not for the opposite polarity showed that in the
former case rotation of the molecules preceded dissociation.

On Ag(100) the dissociation of O2 molecules leads to
atom pairs that indicate a far range motion of the oxygen
atoms after the dissociation [252].

Water within crystalline structures on Cu(111) was
dissociated by electron injection into the conduction band
of the ice [249]. The dissociation is not limited to the
immediate region below the tip.

The sulfur–sulfur bond of (CH3S)2 on Cu(111) was
dissociated and the single molecules were induced to
diffuse [220].

More recent work extended this work to state-selective
control of water molecules adsorbed on an insulating layer,
MgO [253].

7.4.5 Chemical reactions Chemically more de-
manding than the previous examples is a complete chemical
reaction, for which all steps are performed with the STM,
which was successful for the synthesis of biphenyl from two
iodobenzene molecules on a Cu(111) step [202]. The first
step of this reaction, the dissociation of iodobenzene, was
later investigated in more detail [250].

CO2 on Ag(110) was produced by first dissociating O2

with tunnelling electrons of þ470 mV, then positioning CO
close to O by repeatedly applying þ240 mV pulses to CO,
and finally giving a not further specified pulse to form
CO2 that was found to desorb at 13 K [46]. In a second
experiment the CO was transferred to the tip and the CO2

produced by placing this modified tip above an oxygen atom
and then applying a voltage pulse of 0.47 V.

Both polymerization and depolymerization of fullerenes
was achieved by injecting either holes or electrons into the
molecule [254].

Collective reactivity due to electron attachment was
shown within self-assembled chains of dimethyldisulfide
adsorbed on Au(111) [255]. Thereby, sulfur–sulfur bonds
were broken along the chain pointing to a propagating
chemical reaction.
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A larger compound including the substrate atoms
is O–Ag–CO2–Ag–O that can be formed and broken
reversibly [256].

Most recently, bond-selective control was demonstrated
for thiol-based p-conjugated molecules co-adsorbed with
Au atoms on NiAl(110) [257]. The sequence of reactions
steps included cleavage of acetyl groups and Au–S bond
formation.

7.4.6 Reversible processes (switches) Triggered
by the idea to use single molecules as or within
functionalized nanomachines IET was used to demonstrate
molecular switches, i.e., to trigger reversible bistable
reactions.

Diffusion of a hydrogen atom on a hydrogen passivated
Si(100)-2 � 1 surface was induced by scanning at room
temperature at negative bias only with a peak near the
surface resonance at �2.4 V and as diffusion was limited
between two neighboring sites on one dimer named a
bistable switch [258, 259]. The atom’s diffusion direction
was influenced by the tip’s relative position to the hydrogen
atom.

The back formation of an electrostatically induced
conformational change of a more complex molecule
(Zn(II)Etioporphyrin) on NiAl(110)) involved electrons that
inelastically interacted with a molecular resonance at
1.25 V [260]. Unfortunately, the complexity of the molecule
inhibited the identification of the exact chemical change by
STM and thus the underlying process has not yet been
understood.

Also for two adsorption sites of a biphenyl molecule on
Si(100) the bistability included the substrate in form of the
adsorption geometries of a molecule [261].

Motion between two fcc and hcp lattice sites of a Co
atom in a CoCu linear structure on Cu(111) was deduced
from tunnelling noise spectroscopy and had a threshold of
15 mV only [262]. The switching diminishes with longer
chain length.

A covalent bond between a metal (Au) and a molecule
(pentacene) was reversibly formed on an insulating layer of
NaCl [263]. On insulating films the longer lifetime of excited
states facilitates such reactions.

A further step forward is a reversible unimolecular
bistable reaction as represented by isomerization reac-
tions [203–205]. Both a stereoisomerization [206] and a
constitutional isomerization [181, 264] were demonstrated.
Mostly, isomerization was induced via vibrational excita-
tion, but for molecules in supramolecular clusters [265]
or bound to single metal atoms [266] isomerization was
induced by electron attachment. The isomerization was not
always reversible, though the reason is still unknown [267].
These reactions are possible within supramolecular
layers [265] and for physisorbed molecules both on
metals [268] and on NaCl layers [269, 270].

Selective isomerization occurs within close-packed
islands, due to the commensurability of the surface
lattice with the molecular lattice [271]. This unexpected

dependence on the supporting surface causes strong
differences in the switching yield for different adsorption
sites as the surface acts as a template for the switching
process [271].

Another bistable switch is represented by a chirality
change of molecules as demonstrated for chloronitro-
benzene on Au(111) [272]. The chirality of propene on
Cu(211) was likewise induced with a reaction order of
two in contrast to diffusion that is induced with a reaction
order of one [273] and more recently for an azobenzene
derivative [274].

Also the dissociation of hydrogen bonds within water
clusters is a reversible process [179]. In this case, the
hydrogen bond rearrangement is influenced by the electric
field in the tunnelling junction. For water dimers on Cu(110)
the intrinsic donor–acceptor exchange rate at 6 K was
enhanced by excitation of the donor-substrate stretch
mode [275]. This study was extended to a H-atom relay
reaction in chains of water and hydroxyl species [276].
The potential energy surface of the reaction was modelled
theoretically.

Likewise, hydroxyl dimers were induced to flip by the
O–H (O–D) stretch mode [223]. The position dependent
reaction rates as well as a Fano-like line shape of IETS
spectra for hydroxyl dimers on Cu(110) was successfully
reproduced by a DFT calculation [277].

Other switches of small lateral dimensions are charge
switching on a single donor [278], a change of a Pt dimer
between four configurations on Ge(001) [279], the bending
of a bond within a chloro-nitro-benzene molecule [280], a
change of adsorption sites of Ag atoms on Ag(111) [281], or
the change of adsorption site of a CO2 molecule bound to
an oxygen atom on Ag(100) [256]. The latter process was
assumed to be helped by a lowering of the diffusion barrier in
presence of the tip, a process that contributes to lateral
manipulation [134].

Recently, there is an effort to use such switches within
specifically designed molecules that perform selective
motions upon electron excitation as a “four-wheeled”
molecule that diffuses anisotropically on an isotropic
surface [282].

7.4.7 Scanning noise spectroscopy The STM has
permitted to study the different types of molecular
manipulations and reactions by studying single molecules.
The process to understand the manipulations and the
underlying mechanism involves the gathering of as many
manipulation events as possible in order to have enough data
to perform the analysis of Section 7.1. This is generally a
painstaking process of localizing a molecule with the STM
tip, ramping up the bias on the molecule, look for abrupt
changes in current and eventually scan again the surface to
find the products of the induced manipulation. Easily, days
of work go by to gather a few hundres of events that may
render the statistical ananlysis meaningful.

The situation has changed with the advent of scanning
noise spectroscopy (SNS) [283]. This technique makes
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use of the telegraphic noise induced by switching
processes, in which the molecule changes among
conformations in a cycled manner. Assume that there
are two (or more) local minima in the adsorption of a
molecule on a surface. By injecting electrons, one can
make the molecule hop between these local minima. As a
consequence, there will be rapid changes in the current of
the STM junction when the molecule is flipping between
minima. During a scan with the STM over the surface, the
flipping motion of the molecule translates into a blurred
STM image. Statistical analysis of the blurring can be
exploited to gain understanding about the type of motion
induced by the inelastic electrons. SNS can be performed
with an STM modified to include fast electronics that can
store the traces of signals coming from the STM tip. By
analogical measurements, the statistics of signals can be
evaluated on the fly, and in the time of a scan over the
surface, hundreds of molecular events can be easily
collected. In a few hours work, a complete statistical
analysis of the switching behavior of a molecule can be
performed. This is in sharp contrast to the slow customary
way of performing statistics of molecular motions with
a STM.

In Ref. [283] Schaffert et al. study the blurred constant
current images of Cu phthalocyanine molecules adsorbed
on Cu (111). The SNS permits the authors to learn
about the nature of motion, measure the switching rates,
study the behavior of the rates with applied bias and
currents, and from here learn about the electronic structure
of the molecular adsorbates. Indeed, the study of the
switching rate with bias gives maxima that can be directly
correlated to the energetics of molecular electronic states
on the surface. Hence, the systematic study of noise
allows for a complete characterization of the adsorbate.
For this reason, the technique has been named scanning
noise spectrocopy.

7.4.8 Theory A simple model for inelastic tunnelling
between a metal tip and a surface with an adsorbed molecule
was presented by Persson and Demuth [44] even before
the advent of IETS. The inelastic tunnelling was based on
dipole scattering using Bardeen’s formula for the electric
current. The dipole scattering theory was followed by a
theory which studied the effect of vibrational damping from
electron–hole pair excitations in the adsorbate–metal system
on the IET via the vibrational excitation [45, 284]. The
model of Persson and Baratoff [45] provided a main
conceptual tool that led to further work. A quantum
treatment was given [83]. Also ab initio calculations were
included in an electron–vibration coupling term [285].
Beyond the model of Persson and Baratoff goes a many-
orbital approach that included two excitable molecular
modes [86]. The latter approach also facilitated to calculate
distance dependent rates. It furthermore showed that the
likelihood to excite two different modes simultaneously
is not negligible. According to this theory the resonant
tunnelling via adsorbate states is the dominant channel for

the inelastic current. The inelastic fraction of the current is
related to the vibrational damping rate because of electron–
hole pair excitation. A density functional study of vibrational
inelastic tunnelling in STM was also made for acetylene on
copper by Lorente and Persson [89]. Under the assumption
that the vibrational damping rate is large compared to the
rate of tunnelling electrons, they related the tunnelling
conductance to the local density of states of electrons
interacting with molecular vibrations. From the calculation
of elastic and inelastic contributions to the tunnelling
conductance they found an importance of the impact
scattering mechanism involving a vibration-induced change
in the tunnelling amplitude.

Resonant scattering can induce rotational excitation,
if the incident electron is captured into a molecular orbital
of a symmetry associated with an angular momentum or
with contributions from a limited number of angular
moments, which has been treated theoretically [286].
The experimental data could not be explained by an
excitation energy landscape that has a different geometry
than the ground state energy landscape and thus leads to a
torque on the molecule, but the electrons are emitted in the
directions according to the angular shape of the resonance
orbital.

For the desorption of benzene from Si(100) [287] the
energy potential surfaces for both the ground and the excited
state were calculated through a first principal electronic
structure calculation and a quantum mechanical wave packet
study of the nuclear motion [189]. It showed the large change
in adsorbate structure in the excited state that eventually
leads to bond breaking and explains the high efficiency by
the long lifetime of the excited state.

The first calculation of a spatially resolved inelastic
current was performed by Mingo and Makoshi [86, 87]
using a Green’s function linear combination of the atomic
orbitals method for a C2H2 molecule adsorbed on Cu
(100) [64, 198]. This theory includes a relation between
inelastic tunnelling current and vibrational deexcitation.
Spatially resolved inelastic currents were also calculated
by Lorente and Persson [89]. A theoretical description
of IETS on the basis of the Anderson Hamiltonian
supplemented with a phonon system using a non-equilibrium
diagram technique showed that the deviation of the
distribution function of a vibrational state from its
equilibriummight be important [288]. The Keldysh–Green’s
function method [288] allows obtaining general formulas
for the elastic and IET current and the stationary non-
equilibrium vibrational distribution function. The power law
dependence is not valid close to the threshold eVj j ¼
�hV� �h=g for a vibrational mode with energy �hV with V the
applied bias voltage and g the vibrational damping rate from
the broadened vibrational density of states. In this region a
gradual increase in reaction rate is expected.

Overheating by the inelastic current of the phonon
system and the bias voltage were shown to play an important
role in understanding current-induced dynamical reactions
of adsorbates [192].
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The theory by Lorente and Persson for IETS has been
extended to include de-excitation of molecular modes and
intermode coupling [92, 289]. The damping of molecular
vibrational modes by decaying into surface phonons is
important when the molecular frequencies overlap with the
surface phonon band and can thus be neglected at low lying
excitations. The dominant contribution to the higher energy
mode damping is electron–hole excitation. The rate of
vibration decay into electron–hole pairs can be calculated
using Fermi’s golden rule. The decay of a given molecular
vibration into a group of other molecular vibrations is greatly
enhanced in the presence of electron–hole pairs. The
excitation of electron–hole pairs guaranties energy conser-
vation in the full process and reduces the number of lower
energy quanta needed to match the energy of the decaying
high-energy mode. The calculation of the damping rate into
different low-energy vibrations assisted by electron–hole
pairs can be carried on in a way similar to the calculation of
mode damping into electron–hole pairs.

8 Physical investigations with artificial structures
8.1 Quantum corrals It is interesting to observe that

the first groups able to fabricate artificial structures
constructed and spectroscopically investigated rather com-
plicated shapes like closed circular, elliptic, and triangular
structures (called quantum corrals), whereas the intensive
investigation of simpler structures like linear chains followed
almost a decade later. We therefore start with a discussion of
the corral structures. The first artificial structures studied
thoroughly with respect to their physical properties were
built by the group of D.M. Eigler on close-packed noble
metal surfaces, which bear localized electronic surface
states. The structures were circles and elliptic motifs, which
contained several dozens of atoms. The very first example
consisted of 48 Fe atoms arranged in an atom-by-atom way
on a Cu(111) surface to mark the circle’s circumference [22]
and became worldwide known. In its interior the structure
showed a nice interference pattern reminiscent of the wave
pattern, which a stone falling into the center of a circular
pond would create. In Fig. 34 an STM picture of the standing
surface waves in the circular corral is shown. The wave
pattern in an even simpler structure, called an open resonator,
i.e., an arrangement of two parallel atomic lines, is displayed
in Fig. 75 (see Section 8.1.3) [147]. As in these nanoscale
structures the surface electron waves feel the confinement
according to the arrangement of the adatoms, such artificial
objects were called “quantum corrals.” Whereas the circular
and linear structures could be quantitatively analyzed with
the simple picture of a particle in a box, for which the
analytic solutions can be found in any quantum mechanics
textbook, more complicated structures, like the so called
“quantum stadium” had to be analyzed in a more advanced
way, which was developed by E.J. Heller [294] and is based
on quantummechanical scattering theory. As this theory is of
general validity for 2D-nanostructures on the one side and
transparent and elegant on the other, it is so often used that it
deserves to be outlined in the following. For a discussion of

the origin and properties of surface localized electron states
see Section 2.1.1.

8.1.1 Scattering theory of Heller Starting point is
the circular wave, which the STM-tip emits and whose
amplitude at a distance r from the tip is given by [294]

atipðrÞ ¼
ffiffiffiffiffiffiffiffi
2
pkr

r
eikr�ip=4: ð53Þ

The length of the wave vector k of the electron waves
emitted is given by

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�ðEB þ VTÞ

�h

r
; ð54Þ

where EB denotes the energy of the band edge of the
localized electronic surface states below the Fermi energy
EF, m* the effective mass of the surface state electrons and
VT the tunnelling voltage.

The incoming wave causes a wave scattered from an
adatom located at rj with the amplitude

atipðrjÞaðrÞ ¼ atipðrjÞ
ffiffiffiffiffiffi
2
pk

r
eip=4ðe2ih0 � 1Þ eikr

2i
ffiffi
r

p ð55Þ

with h0 denoting the phase shift caused by the scattering
adatom.

Part of the incoming electron wave can be absorbed due
to inelastic scattering or elastic scattering into bulk states
(absorptive channel). The usual procedure to describe
absorption is to allow for h0 to be complex:

h0 ¼ d0 þ ihim0 ; ð56Þ

so that

e2ih0 ¼ e2iðd0þihim0 Þ ¼ e�2him0 e2id0 ¼ a0e
2id0 : ð57Þ

Note that for maximal absorption cause by “black dots”
characterized by infinite him0 or a0 ¼ 0, the scattered wave is
given by

aðrÞ ¼
ffiffiffiffiffiffi
2
pk

r
eip=4ðe2id0 � 1Þ eikr

2i
ffiffi
r

p

¼
ffiffiffiffiffiffi
2
pk

r
eip=4ðeip=2Þ eikr

2i
ffiffi
r

p ð58Þ

showing that there is still a scattered wave so that
interference with an incoming wave still happens, a fact
surprising at first sight but well known in quantum
mechanical scattering theory.

The wave amplitude at the site of the atom j0, which came
from the tunnelling tip and was scattered by atom j, is

atipðrjÞaðrjj0 Þ ð59Þ
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with rjj0 denoting the distance between adatoms j and j0. The
total amplitude for scattering once at the adatom at rj and
returning to the tip (single scattering) is

g1ð~r Þ ¼
X
j

atipðrjÞaðrjÞ: ð60Þ
The amplitude scattered first from atom j and then from

adatom j0 and returning to the tip (double scattering) is

g2ð~r Þ ¼
X
j

X
j
0
atipðrjÞaðrjj0 Þaðrj0 Þ ¼~a tip�A~a : ð61Þ

Now also scattering contributions up to infinite order can
be taken into account leading to a geometric series

gtotð~r Þ ¼ g1ð~r Þ þ g2ð~r Þ þ g3ð~r Þ þ � � �
¼~a tipð1þ �Aþ �A

2 þ �A
3 þ � � �Þ~a

¼~a tipð1� �AÞ�1~a ð62Þ

with~a tip and~a denoting vectors of dimensionN, the number
of scatterers, and �A being the N � N matrix of adatom–

adatom amplitudes, which is fixed for a given tunneling
voltage according to the adatom–adatom configuration.~a tip

and ~a change with the position of the tunneling tip.
The intensity of the scattered wave is (with the amplitude

sin(kr)/kr ¼ 1 at r ¼ 0 of the wave emitted at the tip) given
by

Ið~r ; kÞ ¼ 2Re½gtotð~r Þ�: ð63Þ

It was shown by Heller et al. that this expression
corresponds to the local density of states measured by the
STM tip. The scattering formulas are programmed readily
and as an example the standing wave pattern in the quantum

stadium of Eigler et al. is shown in Fig. 77 (see
Section 8.1.5). For comparison the single wave scattering
result is also shown and demonstrates that the essential
features of the standing wave pattern are qualitatively
grasped already by single scattering, but that for detailed
quantitative analyses summation of all multiple scattering
terms is necessary.

8.1.2 Application of Heller’s theory: Origin of
the standing wave pattern around a Lander
molecule A particularly surprising result concerning the
origin of standing wave patterns around middle sized
molecules is discussed here, because it was analyzed with
Heller’s theory, although it does not concern an artificial
structure: an STM picture and a ball model of the Lander
molecule C90H98 are shown in Fig. 74a and e, respectively.
The same Lander molecule was used already in Section 5.2.3
for contacting its inner board with a metallic step edge. STS-
images of the standing wave patterns occurring around such
molecules on a terrace are shown for different energies in
Fig. 74b–d. As the molecule rests with the four legs on the
Cu(111) surface and the inner board is geometrically
decoupled from the substrate, it was expected that the
outer shape of the molecule would determine the shape of
the standing wave pattern. The scattering calculations
(Fig. 74f–h) showed, however, that only the poly-aromatic
inner board scatters the surface electron waves and the
di-tert-butyl-phenyl-legs do not contribute.

8.1.3 Resonators The first example is a pair of
parallel steps, which can be regarded as the visualization of
the quantum mechanics text book example of a particle in a
1D box like the resonator type corral of Fig. 75. The lateral

Figure 74 The standing wave patterns (b–d) around Lander molecules (STM image (a) taken at very small voltage) arise from the central
board (see (e)) only. This is surprising as the board is geometrically decoupled from the substrate by the four tert-butyl-legs (e), which,
although touching the substrate do not contribute to the surface wave scattering. The calculations with Heller’s theory are shown for
comparison with (b–d) in (f–h) (after Gross et al. [290]).
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confinement can, however, also come from parallel steps
extending over large distances at surfaces. Such steps are
frequently found near places where the tip was dipped into
the substrate. Line scans of such situations are shown in the
upper part of Fig. 76 [291]: the left corresponds to a
symmetric and the right to an asymmetric 1D box. The
middle part shows the dependence of the standing wave
patterns from energy as determined via STS-imaging. Notice
the pronounced asymmetry in the pattern of the right
structure, which has a step up at the right side and a step
down on the left. This asymmetry is already indicative of a
larger transparency of the down wall against scattering of the
surface state electrons than in the step-up direction. In both
cases the intensity appears highest close to the respective
eigenstates. Although the authors used an analogous method
to the optical Fabry-Perot interferometer for a quantitative
analysis of these data [291], the theory of Heller can of
course be applied as well. Both methods yield quantitative
results for the different scattering powers of the up-walls and
the down-walls.

By manipulating a single Co atom in the middle of
similar Ag(111) terraces of different width the long
discussed influence of surface state electrons on the
formation on the surface Kondo effect was
resolved [292]. The different positions of the Co atom

Figure 76 Energy dependence of standing waves determined via STS-imaging in symmetric and asymmetric 1D-boxes, left and right,
respectively. Height profile is shown in (a). Notice that the intensity is highest close to the eigenstates of the systems. The asymmetry in the
shape of the right structure can be taken into account in the scattering theory by Heller by assuming different scattering properties of the
atoms at the step down and the step up. For comparison theoretical calculations (c) are displayed to the right of the experimental data (b). (d)
shows a cut through the dI/dV where indicated in the dI/dV maps (b) (after Bürgi et al. [291]).

Figure 75 A textbook example for a particle in a box: an
artificially constructed electron resonator consisting of two parallel
rows of Ag adatoms, respectively, on a Ag(111) surface. Notice
the standing wave pattern in the interior of the structure, which
is visible in the STM image taken at low voltages and thus
corresponding to a wavelength near the Fermi energy EF. With
dI/dV scans analogous pictures can be taken for a wide range of
wavelengths (see Figs. 74 and 76; courtesy of Hla et al. [147]).
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correspond to a situation, where the surface state is
“switched on and off” in experiments [26] very similar to
analysis performed in theory. In general, tunnelling spectra
obtained on and near Co atoms adsorbed on Ag(111) show a
Kondo resonance that appears as a characteristic dip around
the Fermi energy. The feature is present up to 1.5 nm around
Co atoms adsorbed on terraces with the surface state onset in
the occupied region of the density of states. On a narrow
terrace, where the surface state onset lies in the unoccupied
region of the density of states, it is only present up to 0.5 nm.
This difference demonstrates directly the importance of the
surface state electrons in the observation of the surface
Kondo resonance. At some distance from the impurity the
surface state maintains information on the coupling over
greater distances than bulk states and reflection between
surface steps hinders decay of the amplitude of the dip. Thus,
when former measurements claimed that the surface state is
important in formation of the Kondo resonance, because it
can be measured at some distance away from the Kondo
impurity, they were simply using the surface state as a
probing channel. The unchanged Kondo temperature for
terraces with and without surface state demonstrates that
those claiming that mainly bulk states are responsible for the
formation of the resonance were correct.

8.1.4 Circular corrals A circular corral consisting of
36 Ag adatoms on a Ag(111) surface showing circular
standing waves in its interior is shown in Fig. 34. The very
first circular corral was built by D. Eigler’s group with 48 Fe
atoms on a Cu(111) surface [22]. The analysis of the

standing wave pattern was performed in [293] using
cylindrical Bessel functions for a hard walled circumference,
but can of course also be done with the scattering theory of
Heller. The latter analysis [294] yielded for the scattering
properties of the adatoms almost black scatterers and similar
scattering properties were also found for Ag-adatoms on Ag
(111) and other systems.

8.1.5 Quantum stadium In a search for quantum
chaos, Eigler et al. also constructed a “quantum stadium”,
which is shown in Fig. 77. The stadium was built with 76 Fe
atoms on a Cu(111) surface and had dimensions of
14.1 nm � 28.5 nm [295]. For this case, the full scattering
theory of Heller had to be used, as the problem is not
amenable to analytic solutions. Figure 77 compares the
rather complicated experimental standing wave pattern of an
imaging scan (thus the data correspond to the LDOS near EF)
with the results of the application of the full scattering
theory. Remembering that the density of the Fe atom
scatterers is not taken into account by the theory so that they
appear black in the calculations, the agreement is practically
perfect. The scattering properties of the Fe adatoms derived
from optimum fitting are close to those of black scatterers.
For didactic purposes, also the result of application of a
single scattering calculation is shown in the lowest part: it
shows that the main features of the rather complicated
pattern in the interior of the stadium is already well
described, but that reproduction of fine details requires
application of the full theory. Thus for a coarse analysis of
similar data the computationally very quick single scattering

Figure 77 Quantum stadium: comparison of (a) experimental data with (b) multiple (left) and single (right) scattering calculations. Notice
that the dominant pattern is already reproduced by simple single scattering theory, but that fine details observable in experiment need
application of the full multiple scattering theory. For multiple scattering the agreement with experiment is perfect. (Parts (a) and (b, left)
after Heller et al. [294], (b, right) courtesy of L. Gross).
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method is advantageously applied. It should be noted that
these elegant experiments and analysis did not yield
evidence for quantum chaos within the stadium, probably
due to the close to black dot behavior of the Fe atoms [295].

An elliptical corral structure with remarkable mirror
properties also built by Eigler’s group is discussed in Section
8.3 [293, 295]. For an extensive discussion of the standing
wave patterns in rectangular corrals see [296].

8.2 Electronic properties of small chain and
island structures

8.2.1 Chains with one sort of atoms The linear
atomic chain serves in literally every text book on modern
physics and solid state physics as didactic example, with
which many basic physical concepts in electronic structure
and dynamical properties of interacting systems can be
introduced; the generalization to three dimensions often does
not involve fundamentally new aspects. Topics discussed in
connection with dynamic excitations concern phonons and
magnons and with electronic properties involve the energy
levels in small chains, the widening of the energy range with
increasing chain length, the development of bands, the band
dispersion, and the form of the wave functions. For both the
dynamical and the electronic properties also the influences of
single defects are often investigated.

Whereas physical chemists usually describe the elec-
tronic structure in the Hückel Picture [297], physicists use
the tight binding (TB) approach [298], which, however, are
intimately connected. In both cases the parameter a denotes
the Coulomb integral at the site of the atom i

a ¼ �
Z

dtciHci ð64Þ

and the parameter b the resonance or overlap or hopping
integral

b ¼ �
Z

dtci�1Hci; ð65Þ

whereby only nearest neighbor overlap is assumed to be
important. (The ci denote the relevant wave function at the
site i and H is the interaction Hamiltonian).

The Hückel determinant for a chain of length L ¼ Na
with N identical atoms at nearest neighbor distance a is
of tridiagonal form with dimension N

�a� E �b 0 0 0

�b �a� E �b 0

0 �b �a� E �b

0 0 0 �a� E

�����������������

�����������������

¼ 0

ð66Þ

and has as solution (for not too small N)

Ek ¼ �a� 2b cos
pk

N
þ 1

� �
; k ¼ 1; 2;…;N: ð67Þ

Using the Hückel determinant for a dimer (N ¼ 2) the
splitting of the initial atomic state (located at Ea � a) in two
states shifted by an amount of �b is easily verified as is the
splitting for a trimer by b, 0 and�b. It is important to realize
that upon increase of N the levels become closer and closer,
but that the asymptotic width for N ¼ 1 is 4b.

The tight binding picture used in solid state physics
comes to an analogous result for the energy dispersion

Ek ¼ �a� 2b cosðqaÞ ð68Þ

with q assuming the character of a wave vector (|q| ¼ 2p/l),
whereby the counting of wave vectors differs according
to the boundary conditions applied. For free boundary
conditions the N q-values are restricted according to

qL ¼ pk to the values q ¼ pk

Na
with k ¼ 1;…;N ð69Þ

whereas for periodic boundary conditions they are restricted
according to

qL ¼ 2pk to the values q ¼ 2pk
Na

with k ¼ �ðN � 2Þ;…;�2; 0; 2;…;N:
ð70Þ

The free electron wave functions of chains of length
L ¼ Na (from x ¼ 0 to x ¼ L) are given by

c ¼ sin qxð Þ for q ¼ pk

Na
with k ¼ 1;…:;N: ð71Þ

With the advent of atomic manipulation it has become
possible to construct atomic chains of metal atoms of
different lengths in an atom by atom manner on metallic
surfaces and to visualize some of their basic electronic
properties by STS. On first sight it appears surprising that
metallic chains on metallic substrates would display
behavior characteristic of isolated chains and it has been
found that the necessary condition for sufficient electronic
decoupling is the existence of a gap in the surface projected
bulk density of states. Thus the first two systems investigated
were NiAl(110) with Au adatoms [299] and Cu(111) with
Cu adatoms [300]. The bulk projected density of states of Cu
(111) is shown in Fig. 78. It exhibits at the G-point a gap
between �1 eV (below the Fermi level) and 4.5 eV above
EF. A similar situation holds for NiAl(100).

Single Au atoms on NiAl(110) and single Cu atoms on
Cu(111) exhibit in STS pronounced resonances at 1.9 and
3.2 eV, respectively. Manipulating a second atom to the
nearest distance allowed by the substrate yields the expected
splitting of this state due to the lateral interaction of the
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atoms. Manipulation of a further atom towards the dimer
leads to the expected three states. Extending the linear chain
by adding further atoms leads to the observation of more

energy levels and a further energetic splitting in accordance
with the simple Hückel theory. The splitting for the dimer is
nicely seen for the case of Au on NiAl(110) (Fig. 79a),
whereas for Cu2 only an average downward shift is
observed, because an appreciable intracell diffusion of the
dimers at the measurement temperature of 7 K smears out
the spectroscopic results and also gives rise to is circular
STM-appearance in Fig. 79b. For increasing chain lengths
the splitting gets larger and more states are observed in the
dI/dV signal. For example in the case of the Cu7 chain four
states were observed at 1.7, 2.0, 2.6, and 3.5 eV,
respectively. dI/dV imaging at these energies yields pictures
of the electron densities in the different states (Fig. 80),
which are closely related to the wave functions (71) squared
obtained in the simple theoretical pictures discussed above:
notice that in the case of N ¼ 7 the ground state k ¼ 1 with a
single lobe and the higher states k ¼ 2, 3, 4 with two three
and four density lobes are nicely seen. Cuts through the
electron densities along the axis of the chain withN ¼ 15 for
k ¼ 3–8 are presented at the right hand side of Fig. 80. The
data for chains with lengths N ¼ 5–15 and for k ¼ 3–8 were
collectively used to extract the 1D electronic band dispersion
of the chains with the use of Eq. (69). The result is shown in
Fig. 81 and corresponds to an electron band cantered at
Ea � a ¼ 3.1 eV with an effective electron mass of
m* ¼ 0.68 me.

As outlined above, linear and cyclic chains differ with
respect to mode counting (Eqs. 69 and 70). Therefore in a

Figure 79 (a) Differential conductivity of bare NiAl(110) above Fermi energy and respective spectra for Aumonomers, dimers, and linear
Au chains up to N ¼ 20. Notice the splitting of the monomer level for the dimer, the appearance of more states, and the gradual broadening
of the energy range with increasing N. After Nilius et al. [299]. (b) The left side shows analogous dI/dV data for Cu-chains on Cu(111) and
the right side presents STM images for the different chains. Notice the fuzzy and circular image of the Cu-dimer, which is due to
intracellular diffusion even at the low substrate temperature of 7 K (after Fölsch et al. [300]).

Figure 78 Surface projected bulk density of states of Cu(111)
(shaded area). The parabolic dispersions of the surface localized
electron state (SS) as well as the image state (IS) in the gap
region are shown together with experimental data (after Hulbert
et al. [302]).
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cyclic ring, which is not closed, the situation should be
analogous to the situations discussed above. For a closed
ring, however, every second energy state should be missing.
In closing and opening a ring by manipulating a single atom
in and out of the rings perimeter, it should therefore be

possible to switch off and on every second electronic state,
which might have interesting consequences for applications.
Furthermore, a very fundamental and often used concept in
solid state physics would be eventually demonstrated in a
direct way.

For a discussion of kinked and branched chains, which
were also assembled atom by atom, see Ref. [301].

8.2.2 Electronic properties of linear atom chains
with foreign atoms Due to their structural stability it is
also possible to build up linear structures of Cu atoms on Cu
(111) containing foreign atoms as shown by Fölsch
et al. [303]. As an example in Fig. 82b an STM image of
a Cu3CoCu4 chain is shown and compared to a Cu8 chain,
Fig. 82a. Corresponding tip height curves along the chain are
shown in Fig. 82c. This single Co atom is visible, but
constitutes only a small perturbation in the Cu chain, because
the electronic Co–Cu coupling is very similar to the Cu–Cu
coupling, as TB calculations have yielded. As the Co
electronic energy is only slightly lower compared to the Cu
value and the overlap is practically unchanged, quantum
states delocalised over the entire chain are the consequence.
These quantum states show only small changes in the

Figure 80 Left side: dI/dV maps of Cu chains with N ¼ 3 to 9 for different states k ¼ 1–5. Right side: cuts through electron densities
along the chain axis for N ¼ 15 and states k ¼ 3–8 (after Fölsch et al. [300]).

Figure 81 1D electronic dispersion of linear Cu-chains on Cu
(111) as derived from the data shown in Figs. 79 and 81 (after
Fölsch et al. [300]).
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energies of the states against the Cu8 chain and small but
experimentally amenable modifications of their electron
densities as seen in Fig. 82d–f and h, which could be
qualitatively reproduced with TB calculations. It should be
noted that similar investigations on Au chains containing Pd
atoms yielded a quite different result, in that Pd forms a
rather localized impurity state, which sort of cuts the Au
chains apart [304]. The results in Refs. [303, 304] bear strong
electronic analogies to the behavior of vibrational
modes [305] with heavy impurity atoms in a lattice of light
atoms on the one side and light atoms in a heavy
surrounding, respectively.

8.2.3 Atom by atom assembled islands Size-
specific cluster properties due to coordination and confine-
ment effects are of fundamental and technological interest,
as in transition metals, for example, new electronic,
magnetic, and catalytic properties are expected. Clusters
consisting of only a few atoms provide ideal model
systems to explore how electronic properties evolve with
size. To study islands of native adatoms on Cu(111) with
increasing size assembled atom by atom with LT-STM
were studied by Fölsch and coworkers [306]. Starting from
a single Cu adatom, the formation of a series of
quantum states is observed, which merge into the traditional
Shockley surface state in the limit of large islands
revealing the physical link between this property of
extended surfaces, the quantum confinement in small
adatom structures, and the sp hybrid state associated with
the discrete adatom.

Figure 82 (a and b) Constant current images of Cu8 and
Cu3CoCu4 linear chains on Cu(111), respectively; (c) shows
corresponding height profiles. (d–f) STS maps of the ground state
as well as the first and second excited state of the Cu3CoCu4 chain.
The main features of the measured LDOS profiles along the
chain axis (h) are reproduced by TB calculations (g) (after Lagoute
et al. [303]).

Figure 83 (a) Constant-current image of a Cu15/Cu(111) island and (b) related sphere model. The dots in (a) visualize the atomic
positions. (c) dI/dV spectra of triangular Cu islands comprised of 3, 6, 10, and 15 atoms (from top to bottom). For clarity, spectra are offset
relative to the lowest curve. (d–f) Experimental dI/dVmaps of the Cu15 island indicating the spatial LDOS variation of the quantum states.
The data are well reproduced by the calculated squared wave function amplitude of the four lowest states (g–k). The map in (k) refers to an
energy of 3.1 eV and results from the superposition of the resonance-broadened second (i) and third excited state (j) in good agreement
with the experimental counterpart in (f) (after Lagoute et al. [306]).
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The STM image in Fig. 83a shows a compact triangular
island assembled from 15 Cu atoms; the corresponding
sphere model in Fig. 83b visualizes the atomic arrangement
of the structure. Figure 83c shows dI/dV spectra as a measure
of the local density of states (LDOS) taken for the Cu15
island (bottom curve) as well as for smaller triangular islands
comprised of ten, six, and three atoms. The data reveal that
these atomic-scale structures exhibit unoccupied quantum
states showing a downward shift in energy and a decreasing
level spacing with increasing size of the structure. The
measured state densities of the respective quantum states of
the Cu15 island indicate a ground state with a single lobe in
Fig. 83d, while for the first excited state in Fig. 83e the
square of the wave function amplitude is cantered close to
the corners of the triangle. The state density map of higher
excited states in Fig. 83f indicates a more complex LDOS
distribution, which peaks at the corners and is nonzero along
the sides of the structure. These experimental observations
are perfectly reproduced by a simple tight-binding (TB)
parameterization, in which the secular determinant repre-
senting the two-dimensional (2D) structure is solved within
the simple Hückel scheme. The state densities are
reproduced by extracting the linear-combination-of-atom-
ic-orbitals coefficients from the determinant (compare the
experimental data in Fig. 83d–f and the calculation shown in
Fig. 83d–k) and the quantum state energies are obtained
from the eigenvalues. Figure 84 documents the agreement
between the measured peak energies (open symbols) and the
calculated energies of the four lowest states (crosses) for
different island sizes defined by the number of atoms. This

analysis provides direct insight into how a sp-derived
Shockley surface state emerges from the coupling between
sp hybrid adatom resonances [306]. Localized states
associated with native adatoms as well as quantum
confinement in atomic-scale structures will exist for
various other metal systems known to exhibit surface
states in the pseudo gaps of the projected bulk bands.
Simple TBmodeling is instructive to explore, how electronic
properties evolve when building artificial surface structures
atom by atom, which is essential for the ultimate goal of
tailoring magnetic and electronic surface properties by
controlling size, geometry, and composition at the atomic
level.

8.3 Magnetic structures
8.3.1 Kondo effect The Kondo effect is an important

many body effect in solid state physics [298, 307, 308]. It
occurs in solid bulk when magnetic impurity atoms are
embedded in a nonmagnetic metal and leads to the very well-
known increase of the electric resistance of the dilute alloy at
very low temperatures so that a resistance minimum is
observed at a characteristic temperature, the Kondo
temperature TK. This effect is absent for nonmagnetic
defects, where the alloys resistance levels off to a constant
value (superconductors excepted). In Kondo systems also
anomalies in specific heat and magnetic susceptibility are
observed. The origin of the Kondo effect lies in spin-flip
scattering processes of the delocalized conduction band
electrons at the unpaired electron of the magnetic defect
atoms. Below TK the conduction electrons form an anti-
ferromagnetic screening cloud around the magnetic defect.
The impurity electron can quantum mechanically tunnel
from the impurity and escape, if its energy lies above the
Fermi level. However, taking an electron from the localized
magnetic impurity state to an unoccupied state at the surface
of the Fermi sea usually needs energies e0 of several electron
volts and thus is classically forbidden. The Heisenberg
uncertainty principle, however, allows such configurations
for very short times of the order �h/e0. In this time another
electron from the Fermi sea can tunnel towards the impurity,
whereby the spin may point in the opposite direction so that
the initial and final states at the impurity may have different
spins. In the electronic structure a many-body non-magnetic
ground state at the Fermi edge is formed, which in
spectroscopic experiments gives rise to a narrow structure
in the density of states at the Fermi energy level, called
Kondo resonance [309]. The Kondo state is very effective in
scattering electrons with energies close to the Fermi edge and
as these electrons are responsible for the low temperature
conductivity of a metal, Kondo state scattering influences the
resistance appreciably, this being the reason that the Kondo
effect was first observed in low temperature resistance
measurements.

In STS, Kondo resonances can show up according to the
interaction of the (spatially and energetically) localized
electron density of the magnetic atom with the continuum of
conduction electrons with different shapes, the so called

Figure 84 Measured energies of the ground state (circles), the first
excited state (squares), and the high-energy shoulder (triangles) as
a function of the number of atoms within the island; the energy of
the adatom resonance is also indicated (black diamond). Energies
of the four lowest states calculated with the TB parameters
a ¼ 3.76 eV and b ¼ �0.73 eV are marked by crosses. The
dashed line at �0.62 eV marks the bottom of the TB energy band
of a hexagonal 2D lattice with the intrinsic Cu–Cu spacing
a ¼ 2.55 A

�
and the a and b values as indicated.
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Fano profiles [310]:

dI
dV

/ ðE þ qÞ2
E2 þ 1

ð72Þ

with

E ¼ eV þ E0

kTK
: ð73Þ

E0 denotes the position of the resonance relative to EF and the
Fano coupling parameter q determines the line form of the
resonance. TK denotes the Kondo temperature of the system.

The first two examples of Kondo resonances observed
with STM concerned Ce atoms on Ag(111) [311] and Co
atoms on Au(111) [312]. dI/dV spectra taken over single Ce
atoms on Ag(111) at low temperature yield a clear minimum
at the Fermi energy, Fig. 85a [311]. According to the STS
theory of Ref. [309], the probing of a localized state
immersed in a continuum by STM can proceed either
through the localized state or directly into the continuum
leading to quantum interference. As in the case of Ce/Ag

(111) the transition into the localized state approaches zero
(q  0) this results in a dip or anti-resonance as first
elucidated by Fano [310]. Analogous STS-results obtained
from Co atoms on Au(111) are shown in Fig. 85b. Here the
higher transition rate into the localized state (q  0.7) results
in a typical asymmetric Fano line shape exhibiting a
minimum and a maximum [312]. The q values were obtained
by fitting the experimental data with Eq. (72) modified
appropriately for the STS case [309].

8.3.2 Dimer interaction of Kondo systems The
lateral manipulation technique has enabled investigations of
the coupling between several magnetic atoms exhibiting
Kondo resonances. If a second magnetic impurity brought
close to another one, magnetic interactions will become
important, which modify the Kondo resonance: these
interactions can arise from magnetic dipolar coupling, direct
exchange due to overlap of d-orbitals, or the Rudermann–
Kittel–Kasuya–Yosida (RKKY) interaction, which is an
indirect spin–spin interaction mediated by conduction
electrons of the host.

Artificially created Co dimers on Au(111) showed an
abrupt disappearance of the Kondo signal at separations less
than 0.6 nm (Fig. 86) resulting from a reduced exchange
coupling between Au conduction electrons and ferromag-
netic Co dimers [313]. Co on Cu(110) was investigated in an
analogous way and it was found that compact dimers (atomic

Figure 85 (a) dI/dV spectra of a Ce impurity on Ag(111) for an
energy range around the Fermi energy showing a Kondo resonance.
The solid line denotes a calculation using the Anderson single
impurity model (reprinted from Ref. [311], with permission from
APS). (b) The dI/dV spectra of a single Co atom adsorbed on a Au
(111) surface is shown together with a calculation with a modified
Fano theory (q  0.7) (reprinted from Ref. [312]).

Figure 86 Behavior of Kondo effect for Co dimers artificially
created with different distances on a Cu(100) surface. Whereas the
compact dimer does not show a Kondo signature, at twice the
distance a Kondo signature is observed, which, upon increasing
the atomic distance, approaches that of an isolated Co atom. On the
right side the different dimers are shown (after Wahl et al. [314]).
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distance 0.256 nm) did not exhibit a Kondo signature but
that at separations of 0.512 nm and larger a Kondo resonance
occurred, which for large distances agreed with that of an
isolated Co atom. Theoretical calculations reproduced this
transition from ferromagnetic to anti-ferromagnetic coupling
[313]. It should be noted that the different Co distances
investigated here were obtained by a very peculiar manipula-
tion method: the different dimers were fabricated by first
forming Co-carbonyl complexes; the CO ligands inhibit
nucleation and island formation and allow even the growth
of chains. The CO ligands are removed after formation of the
intended structure by tip induced dissociation [314].

Forming a linear Co trimer with the anti-ferromagneti-
cally coupled Co-dimer (atomic distances 0.512 nm) yields a
Kondo signature again and was interpreted as formation of a
collective correlated state. Using lateral manipulation also
different Cr trimer arrangements were fabricated on Au
(111). The measurements showed that only some of the
trimer configurations exhibit Kondo resonances [315].

8.3.3 Quantum mirages using the Kondo
signature As one of the most striking examples of a
manmade structure with specific properties, elliptic quantum
corrals have been constructed byManoharan et al. [293, 295]
and demonstrated that they can act as mirrors for electron
waves: by dI/dV spectroscopy the Kondo resonance of a
magnetic atom located in one focus was detected at the other
focus. Figure 87 shows an elliptical quantum corral made of

36 cobalt atoms positioned on a copper (111) surface. When
a magnetic cobalt atom is placed at a focus point of an
elliptical corral (upper left), the Kondo resonance also
appears at the other focus (lower left) while it does not when
the atom is moved out of the focus. The projection of
information from an atom to another place where there is no
atom was named the “quantum mirage” effect, a possible
application for data transfer in future nanoscale electronics is
discussed [293, 295].

8.4 Chevrons, quantum cascades, and
demonstrations of functional systems The hitherto
largest functional structures with up to 545 ad-particles (!)
able to perform logical operations were assembled by
manipulation of CO molecules on a Cu(111) surface with a
STM by Heinrich et al. [129]. Thereby a cascade effect was
employed where the motion of one CO molecule caused the
subsequent motion of another CO molecule, which itself
caused a further CO molecule to move and so on. Linear
arrangements of such a cascade can serve to transport one bit
of information from one place to another. The crossed
combination of several cascades made it possible to built
logical gates and other devices. The base unit consists of
three CO molecules initially arranged in a bent line, see
Fig. 88. This configuration decays to an energetically
favorable triangular arrangement. The underlying process
was identified to be quantum tunnelling and temperature
independent below 6 K. At higher temperatures the hopping
rate is thermally activated with an anomalously low
Arrhenius prefactor, resulting from tunnelling from an
excited vibrational state. The hopping rate is furthermore
sensitive to other surrounding adsorbates or defects and also
dependent on the direction. These units, which are called
“chevrons” can then be combined into a linear arrangement

Figure 87 In the upper row STM images of an elliptical corral
built with 36 Co atoms at its boundary are shown. If a single Co
atom is placed in one of the foci of the ellipse (upper left), not only
the single atom in the focus, but also its mirror image in the other
focus shows up in STS maps (“quantum mirage”, lower left). If the
Co atom is not placed in a focus the mirage is missing (right side)
(after Manoharan et al. [295]).

Figure 88 STM images showing CO molecules on a Cu(111)
surface at 5 K. Solid red circles denote locations of CO molecules
and blue dots surface-layer Cu atoms. (a) An isolated COmolecule,
a dimer, and a trimer are shown. (b) After a few minutes the trimer
has decayed into a new configuration. (c) A molecule cascade
before and (d) after being manually initiated (reprinted from
Ref. [129]).
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yielding a cascade and with two cascades logical gates can be
constructed, see Fig. 89. The combination of basic logical
units then made it possible to construct a two-input sorter and
a three-input sorter, the latter consisting of 545 CO
molecules (Fig. 90). The decay time of a single chevron
is typically 5 min at 5 K resulting in an operating time of
about 1 h for the three input sorter. After the one-time
operation the device needs to be reset by moving the CO
molecules back into their initial position, which typically
needs several hours.

9 Manipulation on thin insulating film
9.1 Growth and properties of thin insulating

films Prospects for the application of atomic/molecular
manipulation concern the formation of electronic and
mechanical devices on the atomic or nanometer scale
ranging from monomolecular devices [316] to structures
build up atom by atom. Experiments on metallic surfaces
face the problem that an atom or molecule adsorbed on a
metal undergoes a strong electronic interaction with the
reservoir of metal electrons. Therefore the electronic and
mechanical properties of adsorbates are appreciably modi-
fied on metal substrates. With regard to applications it will be
very important to decouple adsorbates electronically from
the substrate, or to have the possibility to vary the strength of
the electronic coupling. Decoupling from the substrate is
obviously indispensable for devices like atomic relays, but is
certainly also important for nanoscale systems.

Ultrathin films of insulating materials represent a
convenient way to perform these kind of experiments.

Not only can the molecules be significantly decoupled with
varying degree from the substrate by changing the thickness
of the insulating layers, but it is also possible to continue to
use STM to perform the experiments. For bulk insulators
atomic force microscopy would be necessary, a technique,
which has been improved strongly in the last few years, but its
application in atomic manipulation is still very restricted [125].

Figure 89 (a) Initial setup of a logic AND gate. Either input y (b)
or input x (c) can be triggered first, and subsequently the other input,
resulting in a logic 1 at the output (d) (reprinted from Ref. [129]).

Figure 90 STM images showing a two-input sorter (top) and a
three-input sorter (bottom) consisting of 545 CO molecules
(reprinted from Ref. [129]).
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Therefore application of the STMmanipulation techniques is
presently pursued for thin films of insulators like alkali
halides and simple oxides [269, 317–320].

The ability of the STM to operate on insulating films
relies on the fact that a finite density of electronic states
extends from the metal substrate through the insulating film
into the vacuum, allowing for a very small but still
measurable tunnelling current. For example insulating layers
of NaCl of up to a thickness of 4 ML can be routinely imaged
with the STM [321] even with atomic resolution. These
NaCl films can be grown in a surprisingly perfect and defect
free manner on metal substrates like Cu(111) and Cu(100),
with islands several micrometers in size extending smoothly
even across substrate defect steps [320]. It has been shown
by photoemission that NaCl layers of a thickness equal to or
higher than two monolayers show a band gap with a width
similar to bulk material. As an example an extended NaCl
(100) island on Cu(111) is shown in Fig. 91 [317]. Upon
deposition at room temperature and higher the growth starts
with double-layer thickness. On this bilayer smaller islands
grow to form a third layer on top. The bilayer islands show
perfect nonpolar step edges.

The system NaCl on Cu(211) is of special interest as it is
an example of a strong interaction of the ionic material,
which is commonly believed to be rather inert, with the metal
leading to a strong surface reconstruction. For substrate
temperatures below 200 K chainlike NaCl islands with
monatomic height can be grown. These NaCl chains can be
cut by lateral manipulation, whereby the NaCl entities are
pushed [317]. With growth temperatures exceeding300 K
– where the kink site mobility for bare Cu(211) becomes
appreciable – the (532) surface, which can be described as a
kinked (211), reorganizes drastically upon NaCl submono-
layer deposition [322]. This behavior is in sharp contrast to

the common growth features of alkali halides on close-
packed metal surfaces [320], which is characterized by weak
interactions between the inert overlayer and the metal
substrate. On Cu(211) a regular 1D hill-and-valley structure
is formed, which is composed of (311) and (111)
facets [323]. The facets are built up by incorporating
additional Cu atom rows along the intrinsic step direction.
Note that the resulting (311) facet is also a stepped plane,
which exhibits a reduced step separation of 0.423 nm.
Noticeably, NaCl grows selectively on the (311) facets only
and thereby creates a regular surface pattern with alternating
stripes of NaCl-covered areas and bare metal facets. The
characteristic size of this surface pattern (i.e., the periodic
facet separation) can be adjusted by the growth temperature
and ranges from 3 nm at 300 K to 23 nm at 600 K [323].
The restructuring process observed here is driven by an
exceptionally high energetic stability of the NaCl(100)-
covered (311) facets, which is due to Coulomb interaction
between the ionic charges of the alkali halide layer and
electrostatic dipoles associated with the steps of the metal
template [322–324]. The dipoles at the steps arise from the
well-known Smolouchowski smoothing effect of the
electron charge [325] and have also shown to be responsible
for bending of the NaCl layer across Ag(111) step
edges [326]. This 1D patterning process should also be
applicable to other ionic insulator/metal combinations since
it is based on a stability criterion with rather general
requirements: (a) a charge-modulated template – this is an
inherent feature of stepped and kinked metal surfaces [325]
and (b) lattice matching between the ions of the film and the
charge modulation of the metal template. Due to the
selectivity of the alkali halide-induced faceting process a
modulation in surface chemical composition is established.
Hence, one obtains a masking effect of the surface on the
nanoscale, which can be controlled by the growth
temperature. This provides a preformed substrate for the
lateral structuring of subsequently deposited material by
selective decoration [327]. Starting from a regularly kinked
vicinal Cu(532)-surface the formation of regular pyramids
was demonstrated recently. In this way 2D regular patterning
can be achieved as only two sides of the pyramids are
covered with NaCl leaving a 2D array of metallic areas,
which can be used for further reactions [322]. Another
noteworthy system consists of MoO3 nanocrystals, which
can be grown on a MoS2 substrate. They can be machined
with the tip of an AFM and a notch/latch system on
nanoscale has been demonstrated [328]. Noticeably these
experiments were performed at room temperature in a
nitrogen filled glove box. These examples have important
implications for further manipulation work: they show that
the insulator films can be machined. Self-assembly can give
rise to regular structures with alternating insulating and
metallic parts. This could be used for example such that a
conducting molecule is manipulated to lie on the insulator
with one end touching the metal. The STM tip might then
serve as second electrode; thus conductivity measurements
may become feasible along the molecule.

Figure 91 STM picture of an NaCl island on a Cu(111) substrate
(210 nm � 250 nm). Numbers indicate the number of NaCl-
layers. Substrate defect steps are overgrown in the carpet mode.
Notice the straight nonpolar island step edges (after Repp [317]).
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Early theoretical studies concerning manipulation
experiments on insulators with Au atoms and the formation
of Au dimers and trimers on NaCl(001) were performed by
Bouju et al. [329]. Noticeably several difficulties have been
foreseen, which result from the fact that the binding energy
between metal atoms is in general much higher than the
binding between the metal atoms and the insulator substrate.

Thus the formation of metastable structures like atomic wires
is more difficult than on metallic substrates. Analogously,
the strong attractive interaction between the STM tip
apex and the adsorbates might result in unwanted transfers
of the metal atom to the tip even before the lateral force
is large enough to move the adatom. These difficulties
were indeed encountered in the experiments of Repp
et al. [318] and Heinrich et al. [62]. Future successful
manipulation experiments and the build-up of atomic scale
structures will thus strongly rely on the rightly selected
combination of the metal substrate and insulating film
materials.

9.2 Manipulation of atomic charges LT-STM
experiments with individual Au atoms adsorbed on a double
layer of NaCl on Cu(111) showed that the metal atoms could
be reversibly switched by IET between their neutral and
negatively charged states. For this purpose, the tip is
positioned above a Au atom and a positive voltage pulse
�0.6 V is applied to the sample and the current is measured
as a function of time. A sudden current drop indicates a
change on the surface and an image taken afterwards shows
that the Au atom has changed its appearance but is still found
at the same place as can be seen from Fig. 92a–c. By
applying another negative pulse of �1 V, the manipulated
atom can be switched back to the initial state (Fig. 92d). A
comparison of Fig. 92e and f shows that the new Au state
scatters the interface state present at the Cu/NaCl boundary
strongly, which indicates a more spread-out charge density
as expected for a negatively charged atom. DFT calculations
(Fig. 93) confirmed that both neutral and negative states are
stable on NaCl and that in both cases the Au atom resides
above a Cl� ion (Fig. 93a and d). The charging process
is connected with strong relaxations of the substrate: the
Cl� ion below the adatom is forced downwards by 0.6 A and
the surrounding Naþ-ions move upwards by about the same
amount (Fig. 93d). This relaxation creates an attractive
potential for the extra charge on the Au, which is further
stabilized by the screening charge in the metal and the
electronic polarization of the NaCl film.

Figure 92 Manipulation of the Au adatom charge: (a) Image of
two Au atoms. (b) A positive voltage applied to the sample with the
tip positioned over the atom indicated by the arrow causes after
some time a sharp drop in the tunnelling current. (c) The
manipulated Au has a different appearance as it has adopted a
negative charge. (d) Application of a negative pulse causes the Au
atom to switch back to the neutral state. (e) Neutral Au atoms do not
scatter the interface state electrons of NaCl/Cu(111), whereas (f)
negatively charged Au atoms do (after Repp et al. [318]).

Figure 93 DFT calculations of the geometric and electronic properties of the Au atoms on NaCl/Cu(111) in the neutral (a–c) and the
negatively charged states (d–f). In the sphere models the Au, Cl�, and Naþ species are coloured yellow, green, and blue respectively.
(c) and (f) demonstrate reproduction of the experimental result concerning the STM images of Au in both states. (b and e) The 6s derived
state is partially occupied in the neutral Au and fully occupied in its negative state (after Repp et al. [318]).
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Recently, both on NaCl double layers on Cu(111) and
Cu(100) not only neutral Ag0 and negatively charged Ag�

atoms have been observed, but also positively charged Agþ.
Switching from Ag0 to Ag� could in analogy to the case of
Au be achieved by electron tunnelling at voltages �1.3 V
and switching back by hole tunnelling at voltages<�0.2 V.
Switching from Ag0 to Agþ was possible at voltages
<�1.3 V and reverse switching at voltages �1.5 V. Images
of all three Ag states are shown in Fig. 94. Whereas the
negative Ag state is associated with a similar local
reconstruction as for the case of Au� the reconstruction
around Agþ appears roughly inverted [319].

These results are of importance, as it is speculated that
the control of charge states of single adatoms will allow for
controlling the current in molecular scale devices.

9.3 Manipulating spins
9.3.1 Spin IETS Magnetic properties of structures at

the nanometer scale are of high interest due to possible
applications in new technologies like for example classical
and quantum computing as well as data storage and
handling. The magnetic properties are generally very
sensitive to structural effects. On the atomic and nanoscale
they are therefore expected to be strongly dependent on the
local chemical and geometrical environment. With a LT-
STM system placed in a high magnetic field B (up to
7 Tesla) it was shown by Heinrich et al. [62] that the spin
excitation spectra of individual Mn atoms adsorbed on a
surface can be measured. The substrate used was a
partially oxidized NiAl(110) surface containing areas of
bare metal and areas of Al2O3 islands (Fig. 95a and b). The
technique applied is IETS and – in analogy to vibrational
spectroscopy – the tunnelling electrons lose energy due to
spin flip excitations. Ideally, the signature of Zeeman
splitting in spin-flip IETS would be a step up in conductance
at an energy, which is proportional to the applied magnetic
field. Due to finite experimental resolution caused by

Figure 94 (a and b) STM images of a Ag atom on NaCl/Cu(100) in its neutral, negative, and positive state; (b) shows Agþwith enhanced
contrast. (c–f) Analogous results were also obtained for Ag on NaCl/Cu(111) (after Olsson et al. [319]).

Figure 95 (a) STM constant-current image of a NiAl (110) surface
with the edge of a Al2O3 island (20 nm � 20 nm). (b) Same area
after deposition of Mn atoms. (c and d) Conductance spectra of Mn
atoms on the oxide and the bare metal, respectively, proving that
spin flip excitations occur, only if the Mn atoms are decoupled from
the metal (after Heinrich et al. [62]).
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temperature effects as well as instrumental influences like the
ac voltage modulation and noise, the expected conductance
step up is broadened and smoothened as shown in Fig. 95c.
The shift of the conductance step with increasing magnetic
field is nicely visible in Fig. 96a (the curves are symmetric
for negative biases as typical for IETS spectra, compare
Fig. 95c, which shows the full curve for B ¼ 7 T).

This behavior corresponds to Mn atoms on top of an
Al2O3 island and is slightly dependent on the local
surrounding of the Mn atom. It has to be stressed that the
effect is completely absent for Mn atoms on the bare metal
surface (Fig. 95d), which again demonstrates the importance
of the electronic decoupling due to the oxide layer. The
magnetic field dependence of the Zeeman energy D ¼ gmBB
(with mB denoting the Bohr magneton and g the Lande
factor) is shown in Fig. 96b for Mn atoms far and close to an
oxide island edge, respectively. Linear fits constrained to
D ¼ 0 at B ¼ 0 yield slightly different g values, which –

although both being close to the free electron value – is taken
as indication for the influence of the local surrounding of the
two different atoms.

9.3.2 Magnetic properties of artificially
assembled linear spin chains Another way to modify
the local spin is to bring several atoms close together as a
similar discussion in connection with the Kondo systems
above has shown. In experiments performed again by the
group of A. Heinrich linear chains of different length were
built up on thin insulating CuN islands grown on Cu(100)
[330]. Figure 97a shows an STM image of a CuN island with

Figure 96 (a) Conductance spectra for isolated Mn atoms on
aluminum oxide as function of magnetic field. Solid lines
correspond to the step model described in the text with temperature
broadening taken into account. (b) Magnetic field dependence of
the Zeeman energy as derived from (a) (black points). The red
points stem from Mn atoms near the step edge of the oxide. The
difference is attributed to the sensitivity of the magnetic effects to
the local surrounding of the Mn atoms (after Heinrich et al. [62]).

Figure 97 Mn chains on CuN. (a) STM image of
a CuN island on Cu(100). Lattice positions of Cu
(red dots) and N (blue dots) atoms are indicated.
Notice that CuN islands appear as depressions.
(b) STM images of the build-up of a chain of two
to nine Mn atoms. Individual atoms in the chain
cannot be resolved. (c) Perspective view of a
chain of ten Mn atoms. The observed
double-peak structure suggests the existence of
one-dimensional delocalized electronic states as
seen in metallic chains constructed on metal
surfaces (see Section 8.3). (d) Scheme of AF
coupling of three atomic spins described by
the Heisenberg model (after Hirjibehedin
et al. [330]).
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lattice positions of Cu (red dots) and N (blue dots) overlaid.
In Fig. 97b the atom by atom build-up of linear chains of
consisting of two to nine Mn atoms is shown and in Fig. 97c
an STM image of a 10 atom chain is compared with that of a
single atom. IETS investigations in magnetic fields of
strength 0–7 Tesla proved the anti-ferromagnetic coupling
of the Mn atoms (Fig. 97d) in the chains so that in even
numbered chains the total spin is zero and in the odd
numbered chains nonzero. Spin flip excitations in analogy to
the single Mn atoms, which do not change the total spin but
only the magnetic quantum number m, occur only for the
odd numbered chains (Fig. 98). Steps in the conductance
spectra in even numbered chains are interpreted to be due to
changes of the total spin of the chain from the ground state
with S ¼ 0 and m ¼ 0 to the excited state S ¼ 1 and
m ¼ �1, 0, þ1.

9.3.3 Further reading on magnetic IETS The
pioneering work by Heinrich and co-workers that we have
just reviewed has stirred a lot of activity in the field of
controlled magnetic excitations. Recently, Hirjibehedin

et al. [63] have extended the technique into a full-fledged
magnetic IETS in which the magnetic anisotropy of atomic
spins (Fe and Mn atoms) induced by the substrate has been
measured and characterized. Furthermore, the same group
showed exciting data on the interplay between Kondo
physics and spin excitations in the case of a Co
adsorbate [331], and later on they even studied the lifetime
of excited spin states of an adatom [332, 333]. Other groups
pursued spin IETS research by studying magnetic impurities
in semiconductors [334], in molecules [335], on metal
surfaces [336] producing a wealth of data and inciting more
groups to produce excellent and exciting research that
unfortunately is beyond the scope of this article. Theoreti-
cally, there has been some success explaining the main
difference between spin and vibrational IETS [337] as well
as producing quantitative accounts of the experimental
data [338–340]. Reference [341] is a recent review that tries
to summarize the state of the field from the experimental and
theoretical perspective.

10 Outlook Manipulation of single atoms and
molecules has certainly passed the stage, where company
or university logos are produced on the nanoscale.
Nowadays, it is used to investigate basic physics and
chemistry on the single atom or molecular scale,
including quantum phenomena or magnetic properties as
outlined in Section 8 and specific reactions as outlined in
Section 7. These possibilities are by far not exhausted
nowadays. The critical size of quantum versus classical
phenomena as well as for formation of macroscopic
magnetism remains to be explored. The number of
reactions to be investigated by manipulation is almost as
unlimited as the number of existing molecules and their
site dependence will only be resolvable by manipulation
experiments. Solving the underlying physics and chemis-
try behind single atom and molecule interaction will
furthermore allow in future to “create some lovely things”
as envisioned by Primo Levi, a few of which have been
outlined in Section 5, but most of them we so far not even
have dreamed of.

Thus, future research will probably refer to topics like
the following:

– Explore the basic laws of physics and basic interactions at
the ultimate spatial limit.

– Create nano-materials with properties distinct from bulk
material in all respects concerning their electric, thermal,
and magnetic properties.

– Create meta-stable structures with specific functional
properties that might be used in future nano-electronics.

– With respect to the former two points, manipulation into
the substrate in atom by atom manner to create vertical
artificial structures with thicknesses of a few layers is not
at all exploited.

It is clear that these fascinating possibilities require also
fresh and novel ideas!

Figure 98 Conductance spectra of one to ten atom Mn chains on
CuN taken with the tip positioned above the chain centers at
T ¼ 0.6 K and zero magnetic field. Spectra for odd numbered
chains are in red and for even numbered chains in black. Notice that
only the odd numbered chains show a similar behavior as the single
atom due to their non-vanishing total spins (see text; after
Hirjibehedin et al. [330]).
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We do not, however, believe that the art of analyzing and
assembling compound matter with the STM (in the Milliped
extension) will eventually reach the perfection of the fully
automated board kitchen in the Star trek space ship, which is
able to assemble in a very short time any dish as an exact
copy of an earthly original on an atom by atom and molecule
by molecule basis in macroscopic quantities. It is therefore
very consolatory to observe that despite the preparation of
atomically exact copies of his mother’s “spaghetti al pesto”
the Italian crew member always complains that they taste
better in her kitchen than in outer space.
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